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Figure 1: We introduce an Encountered-type Haptic Display that incorporates thermal feedback to enrich VR experiences, our
study shows significant improvements in user immersion and haptic realism.

ABSTRACT

In recent years, the community has presented various novel solu-
tions to address the lack of haptic feedback in virtual reality expe-
riences. Yet, it remains a major challenge for Virtual Reality appli-
cations. Encountered-type Haptic Displays (ETHDs) have emerged
as a promising alternative to enable haptic feedback in VR without
requiring the user to wear any device while allowing for sensorily
rich experiences such as texture, kinaesthetic feedback, and even
ultrasonic tactile feedback. Nevertheless, as important as thermal
feedback is for daily life interactions, such as assessing the temper-
ature of a mug or knowing if the microwave is on, thermal feedback
in ETHD has remained largely unexplored. In this paper, we present
a novel ETHD that provides thermal feedback and explore its po-
tential in VR. We describe the design of our ETHD, and we report
the results of a user study that compares different thermal feedback
settings in VR. Our results show that thermal feedback can signif-
icantly enhance the user immersion and haptic experience in VR,
and we discuss the implications of our findings for the design of
ETHD and VR experiences.

Index Terms: Haptics, Robotics, Thermal Feedback,
Encountered-type Haptics, Virtual Reality

1 INTRODUCTION

From enjoying the chill of holding a cold drink on a hot summer’s
day to checking if our child has a fever, our experiences of tempera-
ture when touching an object add strongly to how we experience the
physical world. While this haptic experience is a natural part of how
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we experience the physical world, today’s Virtual Reality (VR) en-
vironments are largely built around visual and auditory stimuli and,
thus, lack an essential haptic dimension of interaction.

To overcome these limitations and to create a VR experience that
is closer to the experience in the physical world, previous work has
proposed various solutions to enable tactile feedback in VR envi-
ronments [39]. One class of these solutions are encountered-type
haptic displays (ETHDs) [35], which are anchored in the physical
world, often through robotic arms [33, 54, 53], and are able to pro-
vide actual counterforce in contrast to body-worn systems. Besides
tactile feedback, previous work investigated approaches to provide
temperature sensations, e.g., by attaching thermal elements directly
to a user’s headset [42, 41], arms [12], or full body [21]. However,
tackling temperature perception is a complex challenge [23] includ-
ing the dependency and sensitivity of the actuated body part [28].

However, the combination of tactile and temperature feedback
remains underexplored since most only focus on the true-to-life
representation of one haptic dimension individually. Consequently,
the interplay of multiple haptic experiences, as we know it from the
physical world, is lost.

In this work, we go beyond the state-of-the-art haptic feedback
for VR systems by integrating ETHDs with temperature feedback
delivered through a dynamic surface attached to a robotic arm. Our
approach tracks the users’ movements and relocates the robotic arm
according to props and objects in the virtual environment, providing
a solid contact and an appropriate thermal sensation while touch-
ing. Further, depending on the expected temperature of a virtual
element, the surface can get slightly shifted to warmer or colder
areas to provide even more realistic temperatures.

The contribution of this paper is three-fold: 1) We contribute to
the design and implementation of a thermally-enabled ETHD that
provides tactile and temperature feedback at an arbitrary position
and orientation in the tracking area. 2) We provide a comprehen-
sive technical assessment to investigate the relocation speed and
temperature performance. 3) We conducted a systematic user study
(N=26) that explored the effects on immersion, realism, and haptic
experience compared to a non-thermal baseline (see Figure 2).

Our results indicate that our thermally-enabled ETHD signifi-
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Figure 2: In the VR experience, the participant interacts with a microwave and toaster, experiencing thermal feedback. Subsequent images show
real-world views of the scenarios.

cantly improved both immersion and haptic experience while fea-
turing a novel approach using multiple thermal elements on a sur-
face attached to a highly-dynamic robotic arm.

2 BACKGROUND

Haptic rendering remains a challenge for VR applications, given
the intricacies of haptic perception [52]. Unlike vision or audi-
tory senses [50], haptic perception is distributed through the body
[22] and comprises multiple sub-senses such as touch, kinaesthe-
sia, temperature, and pain [15, 48]. Although many apparatuses
have been proposed to deliver haptic feedback in VR [52], they are
mostly sub-sense constrained and can be used only in very special-
ized scenarios [56] or require the user to wear something in order
to feel haptics [39]. Recently, researchers have directed their at-
tention to bare-hand interaction techniques such as mid-air haptics
[19], encountered-type devices [35, 11], and even combinations of
those [54]. In this manuscript, we align with this vision and pro-
pose a thermal encountered-type haptic display that can provide
thermal feedback to enhance immersion in VR and Spatial Inter-
action. This section provides background information on ETHD
and thermal feedback.

2.1 Encountered-Type Haptic Displays (ETHD)
ETHDs as defined by Mercado et al. [35] are devices capable of
placing part of themselves or in their entirety in an encountered lo-
cation that allows the user to have haptic feedback at the proper
time and location. The physical properties of ETHDs vary signif-
icantly, ranging from movable tables [60] and bags [31] to robot
arms [33, 54, 53] swarm robots [11], or even drones [1] and others
[20]. The case of robot arms in the context of VR is especially in-
teresting since those are grounded devices and can provide kinaes-
thetic feedback while being fast enough to locate their end-effector
in the desired positions promptly.

In this line, robot arms also provide the possibility to attach
different end-effectors, which can be used for further extending
the range of sensations rendered by the ETHD. For example, EN-
TROPiA and FrictionHaptics [33, 30] enable ETHDs to render in-
finite textures by integrating a circular/spherical attachment that,
synchronized with the robot movement can generate the sensation
of touching a continuous surface. Furthermore, attaching objects of
interest such as buttons [59], or even switching objects at runtime
[34] enable high fidelity object-specific rendering. Indeed, higher
complexity end-effectors such as ultrasonic mid-air haptic arrays
have been successfully shown to extend the range of sensations of
ETHD [54], highlighting the potential of this method for rendering
haptics in VR.

Yet, the use of ETHDs for temperature rendering has been under-
explored; one of the few examples of thermal rendering using an
ETHD is Snake Charmer [3], a prototype that proposes the use
of laser-cut end-effector prototypes to render texture, shape, object
size, and, temperature, however without exploring the thermal as-
pect of the system. Focusing on the immersion aspects of thermal
ETHDs remains thus under-explored [35] and can potentially re-
duce failures during interaction [5]. In this manuscript, we propose

a thermal encountered-type haptic display that can provide thermal
feedback to enhance immersion in VR and Spatial Interaction.

2.2 Thermal Feedback in VR and HCI

Temperature is a fundamental object property [38, 55] that shapes
user experience but also the way people interact with the envi-
ronment [48], and has been explored in various forms, such as
phones [58], rings [37, 45], hand-held devices [29, 25], and other
tangibles [62]. Even though temperature perception can be trig-
gered just by visuals [24, 51], an actual thermal rendering of tem-
perature is still rarely included in VR applications in favor of more
straightforward forms of haptic rendering such as vibrotactile [56],
or haptic illusions [27, 40], and due to its own challenges [23].
However, it has been shown that thermal feedback has strong as-
sociations with subjective experiences such as emotions and mem-
ory [18], but also environment-related properties such as traces of
use [26, 36] or material properties [16], which may have an im-
pact on involvement and presence. As such, thermal displays has
been incorporated in various work in order to give a tangible sense
of temperature, e.g., by applying it directly to HMDs [41, 32], the
environment in form of non-contact based approaches [21, 14], or
different body parts, such as arms and hands [12, 13], upper- and
lower-body [9, 44], and feet [10].

Notable prototypes have been reported for rendering thermal
feedback in VR are Therminator [12], a wearable sleeve that uses a
flowing liquid to render temperature, which was also implemented
in PneuMod [61] but with air as the working fluid. Chernyshov et
al. [8] and Cai et al. [6] also used water and air to convey hap-
tics, however, they packed it in gloves. Other authors such as Hoff-
mann et al. [17] integrated thermal feedback in a handheld device,
while Ragozin [43] and Peiri [42] integrated it directly in the Head
Mounted Displays (HMD), and Eska et al. [10] explored thermal
feedback on the feet.

Nevertheless, the vast majority of devices that provide high-
definition thermal feedback still require to be worn or are bulky.
In this manuscript, we follow instead, an approach that can be used
without the need to wear anything, that can provide a wide range of
thermal sensations, and is incremental to the existing literature of
encountered-type haptic end-effectors.

3 IMPLEMENTATION: A THERMAL ETHD

In this paper, we designed an ETHD end-effector that enables VR
thermal rendering. Unlike previous approaches, we do not use
pneumatics or hydraulics to vary the temperature of the tactile sur-
face; instead, we strategically placed an array of Peltier elements
in the end-effector surface to generate the desired thermal stim-
uli while keeping the hands of participant unoccluded for interac-
tion. This section describes our thermal encountered-type haptic
display system and design strategies. In detail, we (1) describe
the hardware required to build the interface, (2) report the user
intent prediction strategy to locate the end effector in the virtual
environment timely, and (3) propose two different thermal render-
ing strategies. All the materials used in this paper are available
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Figure 3: System architecture overview: Summary of the major physical components of the proposed end-effector
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Figure 4: System electronic schematic: The system is powered by
an Arduino micro microcontroller and an 8 channel relay module for
power control of the Peltier modules

at https://github.com/mimuc/RoboThermalHaptics for rep-
plicability.

3.1 Hardware
We used a Kinova Gen3 Cobot as our base platform. The cobot was
controlled directly from the graphic engine Unity3D using a control
package provided by Villa and Mayer [53]. We used an Acer Preda-
tor Laptop with a Nvidia 2070 graphic card and an HTC Vive Pro
Headset to run the VR application. We also used a LeapMotion for
hand tracking and a Vive Tracker for detecting the hand position
outside the LeapMotion tracking as done previously by [54].

3.1.1 End-effector Design
Our end-effector design is based on a 3D-printed model containing
all the system components. The model is designed to be attached
to the robot arm using a default Kinova connection. It comprises
four parts: the main body, 225mmX225mm cooper plate, securing
frame, and a circuitry box. The main body contains the core com-
ponents of the system, the copper plate serves as a thermal transfer
medium and provides a flat surface for the thermal stimuli, the se-
curing frame is used to keep the copper plate in place and pressured
to the peltier elements, and, finally, the circuitry box host the elec-
tronics of the end-effector.

The cover is attached to the main body using four M3 screws.
The main body is attached to the robot arm using the Kinova de-
fault connector. The end-effector is designed to be printed on a
consumer 3D printer (Bambu Lab p1s). The end-effector weighs

2.3 kg, which is well within the payload capacity of the robot arm
(4kg).

The main body of the end effector has four spaces of
40mmx40mm to fit the Peltier modules and four smaller 10mm ra-
dius holes for the temperature sensors in the frontal side. On the
back side, it has four screw spaces around the Peltier holes to fit
heat sinks and cooling fans. The interface between the Peltier mod-
ules and the copper plates was filled with small copper inserts and
thermal pads for optimal heat transfer, while the interface between
the Peltier modules and the heat sinks was filled with thermal paste
for dissipation. The holes of the temperature sensors were filled
with thermal paste to ensure heat transfer between the copper plate
and the body of the sensors. We used 4 Peltier elements rated 57
Watt; for the heat sink and cooling fans, we used the AMD Wraith
Stealth Socket AM4. For the temperature sensors, we used NTC
thermistors (see Figure 3). We selected copper as the conducting
material given its high thermal transfer compared to materials such
as aluminum or iron, and the plate had a thickness of 1mm to opti-
mize thermal transfer speed.

3.1.2 Circuit Design
The electronics driving the end-effector functionality is composed
of an Arduino micro microcontroller which controls an 8-channel
relay module that drives the power from the power supply to the
Peltier modules. The power supply is set to deliver 12V and a max-
imum of 10A to the system. We used a step-down circuit to reduce
the voltage from 12V to 5V supported by the Arduino board. For
temperature measurements, we use four NTC thermistors 100kΩ.
We used an HCS 3602 USB power supply which can deliver a max-
imum of 32V at 30A in the current prototype. For details on the
circuit configuration, see Figure 4

3.1.3 Firmware Design
The microcontroller featured a simple binary delayed setpoint strat-
egy for temperature control; As thermodynamic phenomena are
typically slow in nature, we implemented a binary temperature con-
trol strategy with a dead zone and a switch delay. Temperature con-
trol is implemented for each peltier element individually. When the
temperature measured by the closer temperature sensor is below the
setpoint plus the temperature tolerance, the Peltier element will be
set to heat; when the measured temperature by the closer temper-
ature sensor is above the setpoint minus the temperature tolerance,
the Peltier element will be set to cool-down. The system communi-
cates with the virtual environment using serial communication via
USB and allowing individual control of the Peltier elements and set
of target temperatures for each element.

3.2 Intent Prediction Strategy
The intent prediction algorithm incorporates gaze tracking and hand
velocity assessment, with the interaction phase dictated by the lat-
ter’s speed. The system persistently monitors the hand’s position
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Figure 5: Robot end-effector relocation speed assessment, in grey: the target position. Plots per axis.

and velocity, triggering a gaze-based target prediction via raycast-
ing from the head’s position until the hand speed crosses a 3 cm/s
threshold.

Upon reaching or surpassing this velocity threshold, the al-
gorithm assumes a straight-line reaching trajectory and employs
a direction vector from the index finger’s tip for raycasting to
identify potential interaction points within the environment. If
the projected interaction target lies beyond the system’s reachable
workspace—defined as a radius of 90 cm from the robot base—a
reach redirection strategy is implemented. Here, the redirection ori-
gin is marked at the point where the hand velocity first exceeds the
threshold.

This approach integrates the REACH+ [11, 57] algorithm for re-
fining the hand position offset and applies a smoothstep interpo-
lation for a natural interaction flow. User disengagement is recog-
nized when the hand’s average speed toward an intended target falls
below 0.5 cm/s for a duration exceeding 100 ms. For experimen-
tal purposes, the system architecture was augmented to incorporate
a reactive relocation feature, enabling the robot to adjust its posi-
tion towards a pre-established location of the interactable object as
dictated by the experimental task parameters. This enhancement re-
tains the foundational intent prediction mechanisms of hand speed
thresholding and gaze tracking yet introduces a dynamic spatial ad-
justment to facilitate user interaction.

3.3 Thermal Rendering Strategies
Thermal phenomena are slow in nature, making it challenging to
achieve drastic changes in temperature in a short time, especially
when the area to heat up or cool down is big. To address these
challenges, we propose two thermal rendering strategies that can be
leveraged depending on the rendering requirements:

Figure 6: Render Strategy 1: All the Peltier modules act together to
achieve a whole-plate temperature level

3.3.1 Whole plate rendering method
With this method, it is possible to render a target temperature across
the whole plate, enabling a bigger area of touch. In this method,
the target temperature is set to the desired value, and the plate will
reach the desired temperature within a given time. Then, using the
end-effector intent prediction, the end effector is located in the en-
countered locations during the interaction. As a disadvantage, the
time to reach the target temperature can be high, especially in tem-
peratures far from room temperature, given extreme temperatures
require a higher energy consumption (see Figure 6).

Figure 7: Render Strategy 2: A thermal gradient is rendered by set-
ting two elements to heat up and two to cool down, temperature se-
lection is done by setting the encountered location at the desired
temperature

3.3.2 Gradient rendering method
With this method, it is possible to render a spectrum of temperatures
across the whole plate, quickly enabling access to a wide range of
temperatures. In this method, half of the Peltier elements are set
to a high temperature. In contrast, the other half is set to a low
temperature and held in this configuration during interaction. Then,
using the end-effector intent prediction, the end effector is located
in the encountered locations during the interaction, and the target
temperature is modulated using the REACH+ algorithm to redirect
the users to touch the desired temperature point in the gradient (see
Figure 7). As a disadvantage, the temperature interaction area can
significantly be reduced, which can be especially noticeable when
the user uses the whole hand to interact or slides their finger through
the surface.

4 TECHNICAL ASSESSMENT

To characterize the proposed system’s technical capabilities, we
conducted two relevant technical tests for Thermal ETHDs: First,
the movement capabilities of the system to relocate itself, and sec-
ond, a thermal dynamics assessment of the end-effector. In this
section, we report the results of these tests.

4.1 Robot Relocation Speed Assessment
To characterize the system’s translational dynamics, we imple-
mented an automated evaluation procedure, assessing the robot’s
velocity across each translational axis with the actual hardware in
operation. Specifically, the robot was instructed to traverse a lin-
ear path between two points, designated as A and B, separated by
a distance of 40 cm. The duration required for the robot to arrive
at its destination was recorded and reported in Figure 5. The robot
consistently took around 2.5 seconds to reach the target position
under the specified conditions. As visible in the figure, the robot
approaches rapidly when far from the target and slows down when
close to it. All the speeds used in the test are set so as not to go over
the maximum allowed cobot speeds in HCI [4].

Additionally, the system’s rotational capabilities were analyzed,
centering primarily on the pitch and yaw axes due to the marginal
impact of roll movements on the effectiveness of static ETHD in-
teractions. For this purpose, the end-effector was rotated through
a predetermined arc, transitioning from angle αa to αb, where the
angular displacement amounted to 90 degrees (Figure 8). The robot
also consistently took around 2.5 seconds to reach the target angle.
In the figure, it is visible that there is a small overshoot once the
target angle is achieved.
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Figure 8: Robot end-effector rotation speed assessment, in grey: the
target position. Plots per rotation

4.2 Static Thermal Test
In order to characterize the end-effector’s thermal capabilities, we
conducted a thermal test following three scenarios: (1) Starting
from room temperature and heating up the plate until 85 degrees
celsius. (2) Starting from room temperature and cooling down un-
til 10 degrees celsius. Finally, (3) starting from room temperature
and generating a heat gradient in the plate. All temperatures were
measured using an Optris 28-0023 thermal camera. Figure 9 and
Figure 10 depict the transient temperature progression in each sce-
nario, while Figure 11 shows the measured temperature plots in
each element. The test for scenario (1) yielded that the end effec-
tor achieved a temperature of 70 degrees Celsius in the first minute
and a temperature of 85 degrees Celsius for almost four minutes,
an absolute difference of 56 degrees Celsius. In contrast, in sce-
nario (2), After four minutes, the system reached an average of 14
degrees Celsius, an absolute temperature change of 14 degrees Cel-
sius. Achieving a stable gradient took a total of four minutes; the
measured temperature between the sides of the gradient was 20 de-
grees Celsius.

Figure 9: Thermal test for whole-plate temperature control. Top:
Heating up, Bottom: Cooling down, both starting from room temper-
ature

5 USER EXPERIENCE ASSESSMENT

ETHDs have been shown to improve immersion [33], realism [34],
and overall experience in VR [3]; therefore, the baseline condition
of this study was chosen accordingly: we evaluate the encountered
type of haptic feedback with and without additional thermal feed-
back on top. This reduces confounding variables, such as the ki-

Figure 10: Thermal test for gradient temperature control

naesthetic feedback being the main contributor to the haptic expe-
rience or immersion. Therefore, the results of this study have to be
considered in addition to the benefits of ETHDs that have already
been reported in the literature [35]. To assess the capabilities of the
proposed system to enhance the VR experience, we conducted a
within-subject, in-lab study with 26 participants using the gradient
rendering method of the system with and without thermal feedback.
In this section, we describe and report on such a study.

5.1 Task

Participants were required to engage in a VR exploration game in-
volving interaction with various objects within the virtual environ-
ment: a cutting board, cereal box, microwave, toaster, sandwiches
in Fridge, and a cake container. They were instructed to navigate
around these objects to explore them, receiving directional cues for
subsequent interactions. Each object was designed to convey ther-
mal properties reflective of its type and condition. The task was
finished once the participant interacted with all the objects.

5.2 Participants

26 participants took part in the experiment, from which 2 were re-
moved from the analysis given due to irregular setup behavior, lead-
ing to a total of 24 participants; participants were primarily Univer-
sity Students with an average age of 23 years old (M=23.04, SD=
2.20); 6 participants self-reported to be female, 16 to be male and
1 preferred not to disclose. One participant reported high familiar-
ity with VR, 11 reported using VR often, and 12 reported low fa-
miliarity with VR. Participants were recruited using the university
communication channels. Each participant was compensated with
10 Euros/Hour. The study had an average duration of 50 minutes
(M=50.60, SD=11.8). The recruitment and study procedures were
conducted in accordance with the LMU Munich IRB guidelines to
ensure the ethical treatment of all participants.

Table 1: HX Questionnaire Items: Please notice that we used the
original item labeling proposed by the authors of the questionnaire

Item Question Factor
R1 The haptic feedback was realistic Realism
R2 The haptic feedback was believable Realism
R3 The haptic feedback was convincing Realism

H3 The haptic feedback felt disconnected
from the rest of the experience Harmony

H5 The haptic feedback felt out of place Harmony

I1 The haptic feedback distracted
me from the task Harmony

H2 I like having the haptic feedback as part
of the experience Involvement

I2 I felt engaged with the system due
to the haptic feedback Involvement

E4 The haptic feedback changes depending on
how things change in the system Expressivity

E5 The haptic feedback reflects
varying inputs and events Expressivity

E1 The haptic feedback all felt the same Expressivity
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Figure 11: Thermal response. Top: Heating up, Bottom: Cooling
down, starting from room temperature. PN refers to Peltier elements

5.3 Measures

We collected VR experience data with two questionnaires; the
Igroup Presence Questionnaire questionnaire measured presence in
three subscales: Spatial Presence, Involvement, and Realism [47].
And the HX model questions proposed by Anwar et al. [2] and
originally derived from Sathiyamurthy et al. [46] to measure hap-
tic experience across multiple haptic modalities. This set of items
includes four factors: Realism, Harmony, Involvement, and Expres-
sivity. While the realism factor measured by the IPQ focuses on the
contrast between virtual and real feedback, assessing how closely
virtual experiences mimic real life, the HX realism evaluates the
plausibility of the haptic feedback itself. Finally, we included 3
custom questions: How easy was it to identify objects through phys-
ical interaction, like touching an object or bumping into an object?
(Q1). , How easily did you adjust to the control devices used to
interact with the virtual environment? (Q2). , and, Was the infor-
mation provided through different senses in the virtual environment
(e.g., vision, hear- ing, touch) consistent? (Q3).

5.4 Procedure

On arrival, the experimenter introduced the participant to the study
goals and procedure and requested informed consent for participa-
tion. Afterward, the participant was asked to fill out a pre-study
questionnaire, asking about their previous experience with VR,
handedness, and demographic information. The experimenter then
explained the study’s procedure and the experimental tasks.

The participant was then asked to put on the VR headset, and
the experimenter proceeded to calibrate the VR setup for the par-
ticipant. Afterward, the participants were asked to interact with
the objects to familiarize themselves with the VR setup and the in-
teraction mechanics. The task included interaction with the whole
system, where the participant had to touch several points in the vir-
tual objects with a virtual representation of the robot so that the
participants knew that the physical robot was moving.

After the training tasks, the participant was asked to perform the
experimental tasks without feedback from the real robot location so
as not to break immersion. The participant was asked to perform the
tasks in a counterbalanced order and complete the questionnaires
after each condition. After completing all tasks, the participants

participated in a semi-structured interview, were debriefed about
the experiment, and were finally compensated.

5.5 Results
In the following section, we report the results of our user study
in which we compared the utility of temperature feedback (with
temperature) against a system without temperature feedback
(without temperature). For aggregated (grouped and averaged)
values like the IPQ questionnaire, we report the mean (M) and stan-
dard deviation (SD). For individual questions, we report the median
and the Median Absolute Deviation (MAD) as a measure of vari-
ability. Figure 12 depicts all dependent variables grouped by our
two conditions. The table presented in ?? lists all significance tests.

5.6 IGroup Presence questionnaire
We analyzed the impact of our independent variable on the par-
ticipants’ perceived presence using the IGroup Presence question-
naire (IPQ). Similarly to the approach of the IPQ’s authors1, we
calculated the group means and used parametric tests to analyze
the data. For this, we first checked the data for normality using
Shapiro–Wilk’s test, where we found no violation of the assump-
tion of normality (sp: W = 0.93, p = 0.11, inv: W = 0.94, p = 0.18,
real: W = 0.92, p = 0.07). Therefore, we proceeded with paired-
samples t-tests. The analysis indicated a significant (p < .05) effect
on realism (real) (without temperature: M = 2.44, SD = 0.6,
with temperature: M = 2.65, SD = 0.65). Besides that, the
analysis did not reveal significant effects for the other two sub-
scales spatial presence (sp) (without temperature: M = 3.64,
SD = 0.55, with temperature: M = 3.69, SD = 0.47) and in-
volvement (inv) (without temperature: M = 3.08, SD = 0.83,
with temperature: M = 3.39, SD = 0.59).

Table 2: Significance test for the dependent variables.

DV Test Statistic p sig

IPQ sp t-test t(23) = -0.45 .659
inv t-test t(23) = -1.8 .086
real t-test t(23) = -2.29 .032 *

HX - Realism R1 wilcox W = 23 .239
R2 wilcox W = 16.5 .092
R3 wilcox W = 56 .651

HX - Harmony H3 wilcox W = 62 .916
H5 wilcox W = 68 .668
I1 wilcox W = 30 1.000

HX - Involvement H2 wilcox W = 12 .562
I2 wilcox W = 9 .009 **

HX - Expressivity E4 wilcox W = 26 .007 **
E5 wilcox W = 10.5 .013 *
E1 wilcox W = 167.5 .002 **

Own Questions Q1 wilcox W = 3.5 .027 *
Q2 wilcox W = 8 .453
Q3 wilcox W = 24 .505

5.7 Haptic Experience
Further, we assessed the haptic experience of our participants us-
ing the Haptic Experience questionnaire as proposed by Anwar
et al. [2] Similar to [49], we decided to test the items individu-
ally. Because of the non-parametric nature of the data, we used
Wilcoxon signed-rank test to test for significant differences be-
tween the paired samples. In the following, we only report the sig-
nificant results. The remaining questions as well as all significance
tests can be found in Table 2.

1https://www.igroup.org/pq/ipq/data.php, Retrieved July 22,
2024
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Figure 12: Boxplots of the dependent variables meassured in the study.

The analysis indicated a significant (p < .01) effect on the item
I felt engaged with the system due to the haptic feedback (I2) with
a higher agreement for with temperature (M = 4, MAD = 0)
compared to without temperature (M = 4, MAD = 1.48).

Also, we found a significant (p < .01) effect on the item The
haptic feedback changes depending on how things change in the
system (E4) with, again, higher agreement for with temperature
(M = 4, MAD= 0) compared to without temperature (M = 2.5,
MAD = 2.22). Additionally, the analysis showed a significant
(p < .05) effect on the item The haptic feedback reflects varying
inputs and events (E5). As before, with temperature (M = 4,
MAD = 1.48) resulted in higher agreement compared to without
temperature (M = 3, MAD = 1.48). Finally, we found a signifi-
cant (p < .01) effect on item The haptic feedback all felt the same
(E1) with higher agreement for without temperature (M = 4,
MAD = 1.48) compared to with temperature (M = 2, MAD =
1.48).

5.8 Custom Questions
Besides the standardized questionnaires, we employed three cus-
tom questions to gain further insights into the appropriateness of
temperature feedback for encountered-type haptic feedback. First,
we asked participants How easy was it to identify objects through
physical interaction, like touching an object or bumping into an
object? (Q1). The analysis indicated a significant (p < .01) effect
with higher ratings for with temperature (M = 4, MAD = 1.48)
compared to without temperature (M = 3, MAD = 1.48). Sec-
ond, we asked our participants How easily did you adjust to the
control devices used to interact with the virtual environment? (Q2).
The analysis did not indicate a significant difference between with
temperature (M = 4, MAD = 1.48) and without temperature
(M = 4, MAD = 1.48). Finally, we asked our participants Was the
information provided through different senses in the virtual envi-
ronment (e.g., vision, hearing, touch) consistent? (Q3). Again,
the analysis did not show a significant difference between with
temperature (M = 4, MAD = 0.74) and without temperature
(M = 4, MAD = 1.48).

6 DISCUSSION

Through our two evaluations, we have shown the technical feasibil-
ity and the suitability of the approach to deliver more realistic VR
experiences. In the following, we discuss the implications of our
findings.

6.1 The Implementation of a temperature-enabled ETHD
We found from our technical tests that the system takes around 2.5
seconds to achieve a target point 40cm away from the initial point at
the maximum recommended speeds for cobot interaction. Aligned
with literature [35, 11], this highlights the relevance of implement-
ing intent prediction strategies. In this work, we used a combination
of gaze-based prediction and hand trajectory tracking to relocate the
cobot end-effector preemptively.

With regard to thermal rendering, we propose two rendering
strategies. First, setting all the Peltier elements simultaneously to

the target temperature allows for a bigger rendering area, which is
especially useful for multi-finger or full-hand surface palpation and
also allows a more consistent temperature rendering across the sur-
face. Yet, it requires more time to be ready for temperature render-
ing as it has to change the temperature of the whole thermal plate for
each target temperature. This is especially critical at higher temper-
ature differences and is further impaired when trying to reach low
temperatures, which are generally more energy-intensive when us-
ing Peltier elements. The second rendering strategy exploits the
multiple Peltier elements in the end effector to create a thermal
gradient containing the lowest and highest temperatures. This ren-
dering method provides the advantage of rapidly switching tem-
peratures, given that the temperature is location-based within the
end-effector plate, and the contact point can be altered using hand
redirection. However, temperatures are not uniform through the
plate, which means that sliding through the plate in the direction
of the gradient will let the user know that the temperature is not
uniform. We show how such a rendering strategy would work in
subsection 3.3.

On the other hand, the non-uniform temperature rendered using
gradient rendering can be beneficial for generating thermal affor-
dances such as temperature-based sliders, where, on one side, the
slider’s value is cold, and, on the other, it is warm.

6.2 The integration of temperature feedback enhances
the realism of haptic VR Experiences

From the user study, we found that the added thermal feedback
influenced the participant’s presence as defined by the IPQ ques-
tionnaire Realism factor but not in the Spatial Presence or Involve-
ment factors. The ratings for these two factors were already pos-
itive compared to those for traditional ETHD. At the same time,
realism had a more mixed rating from participants, suggesting that
adding thermal feedback can support these ratings where ETHD
does not perform well. On a perceptual level, this can be explained
by sensory immersion; object properties include stiffness, temper-
ature, and texture. While typical ETHD provides kinaesthetic and
tactile sensory information, the proposed system adds additional
stimulation that increases haptic immersion.

This contrasts the realism factor of the Haptic Experience ques-
tionnaire, which addresses the plausibility of the haptic feedback
(HX - Realism) rather than the contrast of the virtual and real feed-
back (IPQ - Real). In this sense, thermal ETHD and typical ETHD
had similar ratings in the HX - Realism with only indistinguishable
higher ratings (higher is better) favoring thermal ETHD.

Regarding the Haptic Experience questionnaire, we found that
the thermal ETHD significantly enhanced the haptic experience’s
Expressivity component (HX - Expressivity) in all the subscale
items (notice that E1 is a reversed polarity item). This suggests
the thermal ETHD was perceived as more dynamic by the experi-
ment participants and better integrated with the events occurring in
the virtual environment.

Regarding the Involvement factor (HX - Involvement), we
found a significant impact of the thermal ETHD over the typical
ETHD, with higher ratings in the item I felt engaged with the sys-
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tem due to the haptic feedback (I2) (higher is better), but not for the
other item (H2) which may be due to the already positive ratings for
both versions of the system. This might be partially a limitation of
the questionnaire item, given that this item apparently saturates at
some level of haptic immersion (we can call this a ceiling effect).

The final factor from the Haptic Experience questionnaire is the
Harmony factor (HX - Harmony), which presented no significant
differences nor ceiling effects, suggesting no improvement of ther-
mal ETHDs over the overall haptic experience.

Regarding the custom questions, we found significant effects
only in Q1: How easy was it to identify objects through physical in-
teraction, like touching an object or bumping into an object? sug-
gesting that thermal ETHDs do improve the identification of mate-
rial properties given the higher haptic immersion, coherently with
IPQ-Real.

Although typical ETHD has been shown to improve the overall
VR and haptic experience, we found that adding thermal feedback
can substantially improve ETHD, making it reasonable to consider
it as a component to be integrated into future haptic interfaces.

7 LIMITATIONS AND FUTURE WORK

Although the proposed system offers substantial benefits, the sys-
tem itself and the configuration space explored in this paper have
several limitations outlined in this section.

First, regarding the overall setup, similar to other non-
vibrotactile-only haptic interfaces, the current setup can be rather
complex for the current consumer market and average VR user. On
the technical side, it is worth highlighting that even if the current
setup is more compact and less cumbersome than several setups
presented in the literature that use fluid dynamics to transfer tem-
perature [12, 7]. Using peltier elements demands a high energy
consumption, making it unsuitable to be integrated directly into the
cobot interface for power supply. Instead, it is necessary to use
a high-power power supply. For the current evaluations, we set
the maximum power consumption to 12V and 10A, which were
used constantly almost all the time when rendering temperatures
far from room temperature. Regarding the tested configurations,
we acknowledge that the interaction space might be bigger than the
one explored in this paper, including interactions such as transient
temperature interactions. For example, a teapot gets hot while the
participant touches it, or elements freeze after being exposed to hy-
drogen.

8 CONCLUSION

Thermal feedback in Encountered-type Haptic Displays (ETHDs)
significantly impacts the VR experience in multiple ways, espe-
cially in the perceived expressivity of the system (as measured by
the Haptic Experience questionnaire). Some aspects of the haptic
experience are already positively rated by participants for typical
ETHDs (such as Spatial Presence, IPQ Involvement, and HX In-
volvement), yet in the factors where typical ETHDs do not perform
as well; thermal ETHDs are especially impactful for rounding up an
overall enhances VR experience. In this paper, we propose thermal-
enabled ETHDs for VR; we present the system’s design and report
two technical tests and a user study evaluating the user experience
in VR.
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the usage of thermal feedback as an active game element. In Proc.
of the 16th Intl. Conf. on Mobile and Ubiquitous Multimedia, pp. 91–
95. ACM, New York, NY, USA, nov 2017. doi: 10.1145/3152832.
3152853 2

[26] J. Li and L. Hirsch. Multi-modal transition and traces in every-
day mobile vr. In H.-C. Jetter, J.-H. Schröder, J. Gugenheimer,
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