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Figure 1. Walk the Line leverages lateral shifts of the walking path as an input modality for HMDs. Options are visualized as lanes on the floor. Users 
select options by shifting the walking path sideways. Following a selection, sub-options of a cascading menu appear as new lanes. 

ABSTRACT 
Recent technological advances have made head-mounted dis-
plays (HMDs) smaller and untethered, fostering the vision of 
ubiquitous interaction in a digitally augmented physical world. 
Consequently, a major part of the interaction with such devices 
will happen on the go, calling for interaction techniques that 
allow users to interact while walking. 

In this paper, we explore lateral shifts of the walking path 
as a hands-free input modality. The available input options 
are visualized as lanes on the ground parallel to the user’s 
walking path. Users can select options by shifting the walking 
path sideways to the respective lane. We contribute the results 
of a controlled experiment with 18 participants, confirming 
the viability of our approach for fast, accurate, and joyful 
interactions. Further, based on the findings of the controlled 
experiment, we present three example applications. 
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INTRODUCTION 
While walking, we routinely respond to changes in the en-
vironment by adapting the trajectory of our walking path to 
avoid obstacles, such as oncoming pedestrians or pavement 
damages. These trajectory changes occur quickly and accu-
rately and without changing the original direction of travel, 
but by laterally shifting the walking path. In this paper, we 
argue that such lateral shifts of the user can be leveraged as a 
novel input modality for interaction on the go. 

Today, a large number of pedestrians use their smartphones 
as they walk, losing touch with the world around them [39]. 
Like distracted driving, distracted walking leads to potentially 
dangerous situations: The lack of (visual) attention causes 
pedestrians to walk into obstacles, or otherwise endanger them-
selves [61, 73]. As a possible solution, voice-based interfaces 
free the visual channel of users. However, such systems ar 
prone to noisy environments, have social implications [34, 
69] and interfere with the communication between people, 
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whether it is a local conversation or a phone call. To overcome 
the limitations of interaction while walking, research proposed 
ways to mitigate for the situational hindrances [65] through 
increased button sizes [32] or content stabilization [56]. 

In this work, we go beyond the state-of-the-art by not only 
compensating for such situational hindrances but by actively 
exploiting the process of locomotion as an input modality: 
Recent advances in tracking and display technology enable 
realistic and robust Augmented Reality (AR) experiences with 
wireless and mobile head-mounted displays (HMDs). This po-
tentially enables more comfortable and safer interaction while 
walking as the visual attention is no longer captured purely 
on a display [42]. In this paper, we propose to use HMDs to 
visualize different input options as augmented lanes on the 
ground parallel to the walking path of the user. By laterally 
shifting the path onto a lane and, subsequently, walking on the 
lane, users can select an option (see Figure 1). 

The contribution of this paper is two-fold: First, we contribute 
the results of a controlled experiment assessing the efficiency 
and accuracy of such a walking-based interface. Second, based 
on the results of the controlled experiment, we present design 
guidelines together with three example applications. 

RELATED WORK 
There exists a large body of related work that inspired and 
shaped this work. The following section presents these related 
works in the areas of 1) interaction with HMDs, 2) interfaces 
for use while walking, and 3) locomotion as an input modality. 

Interaction with HMDs 
Since Sutherland’s Sword of Damocles [70] in 1968, HMDs 
have become smaller [7] and wireless [20], increasing their 
mobility. This resulted in a constant stream of work on inter-
action techniques for such devices. 

Previous work work explored gestural interfaces for interacting 
with HMDs. As a prominent example, Mistry et al. [45] pre-
sented a sensor supporting natural gesture interaction and Co-
laco et al. [13] showed how to capture more fine-grained single-
handed gestures. Other examples include finger-gestures [9], 
the use of a glove [31] or proximity-based interfaces [48]. Fur-
ther, research proposed a combination with other modalities 
such as gaze [26, 68] or head-movements [37]. Despite the 
benefits (e.g., direct and fine-grained manipulation), hand ges-
tures require the user’s hands to be free. Moreover, gestures are 
prone to fatigue, also known as the gorilla arm syndrome [27]. 

As another approach, research showed how accessories could 
be used to interact. As prominent examples, Ashbrook et 
al. [3] presented a ring and Dobbelstein et al. [15] proposed 
a belt for unobtrusive touch input. Further examples include 
augmentations to the user’s pocket [16] or sleeves [63]. De-
spite their usefulness, accessory interfaces can be misplaced or 
lost and are missing means for direct manipulation of content. 

Research further presented on-body [23] interfaces to interact 
by touching various body parts. Examples range from the 
arm [24, 81] and hand [71, 14, 47] to the face [66], cheek [84] 
or ear [40]. Wagner et al. [79] classified such on-body inter-
actions into a body-centric design space. However, despite 

the advantages of such techniques (e.g., body parts cannot be 
misplaced or lost), they require the user’s hands to be free. 

Foot-based interfaces have a long history in operating heavy 
machinery [4, 5] and have been explored in various areas 
of HCI [76]. In recent years, foot-based interfaces also re-
ceived considerable attention for HMDs: Matthies et al. [44] 
presented a foot-based interface for Virtual Reality (VR) ap-
plications, and Fukahori et al. [22] leveraged the shifting of 
the user’s weight for subtle gestures. Other examples include 
game controls [43] or data exploration [19]. However, the 
Midas Tap Problem [49] hampers the usage of foot-based in-
terfaces while walking, as the system would have to distinguish 
intentional input from natural motion. 

Interfaces for Use While Walking 
The proliferation of smartphones and the increasing usage 
during walking [85] led to a stream of research to miti-
gate the situationally-induced impairments [65] and reduced 
safety [62] that are introduced through walking [59, 60] and 
additional encumbrances such as carrying objects [51, 52] or 
ambient noises [58]. Kane et al. [32] introduced the term Walk-
ing User Interfaces (WUIs) for interfaces that are explicitly 
designed “to compensate for the effects of walking on mobile 
device usability.” The authors proposed increased button and 
text sizes to compensate for the reduced input performance. 
Further, Rahmati et al. [56] used content stabilization to com-
pensate for the shaking introduced from walking. Further 
examples to help users to overcome the situational impair-
ments include the usage of other keyboard layouts [11] or text 
input modalities beyond touch-typing [21]. 

Focusing on safety aspects, Beuck et al. [6] found that ap-
plications actively interrupting smartphone usage can help 
to prevent potentially dangerous situations. Shikishima et 
al. [67] showed how texting while walking can be detected. 
Further, Hincapie-Ramos et al. [28] presented an integrated 
alarm system that warns users of dangerous situations while be-
ing engaged with their smartphone. Further examples include 
other warning systems [82, 72, 77], obstacle detection [80], or 
specialized support for texting [35] or video watching [1]. 

While most research focused on smartphones, this paper ar-
gues that HMDs are a better fit for the requirements of a truly 
mobile user interface to be operated while walking: Such de-
vices do not require the user to look down to operate. Further, 
the user’s visual attention is not captured on an opaque screen, 
keeping the connection to the real world [42]. 

Highly related, Lages et al. [38] explored how different adap-
tation strategies of user interfaces can support the user in 
interacting with HMDs during walking. However, this very 
inspirational work focused on adapting the output to accom-
modate for the effects of walking. The authors did not address 
the changing requirements for input while walking. 

Locomotion as Input 
Research showed how the movement of the user’s body during 
locomotion, as well as the changing spatial relationships be-
tween users and objects, could be used as an input dimension 
for both, implicit and explicit interactions. 
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(a) 8+1 Lanes (b) 12+1 Lanes (c) 16+1 Lanes 
Figure 2. The levels of the two independent variables, number of lanes and selection time, as tested in the experiment. 

Popular examples of implicit interaction can be found in 
context-aware computing systems [10], e.g., for mobile navi-
gation. Such systems use the (global) spatial position as input 
and present navigation instructions through a variety of out-
put modalities such as screen-based [36], augmented [50], 
vibrotactile [75, 74] or audio [29], or a combination of these. 
Further, Dow et al. [17] showed how the spatial location of a 
user could be used to start the playback of location-specific 
content. Further, Vogel et al. [78] showed how to use the 
spatial position of users relative to a public display to switch 
between different modes of interaction implicitly. 

In recent years, research proposed more explicit methods for 
interacting with HMDs through walking. As the most promi-
nent example, it is a widespread interaction paradigm in VR 
and (mobile) AR to approach virtual objects in order to inter-
act with them in place [2, 30, 57]. In such systems, the user’s 
spatial movement acts as a mean for selection or browsing of 
virtual objects. Further, Piekarski et al. [54] proposed walking 
as an input modality for AR scene modeling. However, to the 
best of our knowledge, prior work did not explore how the 
locomotion of users during walking itself can be leveraged as 
a generic input dimension for interaction with HMDs yet. 

CONCEPT 
In this paper, we investigate interaction while walking, lever-
aging lateral shifts of the walking path as an input modality. 
For this, we consider a system that displays multiple lanes par-
allel to the walking path of the user. Each lane represents an 
option the user can select. The lanes can be arranged on both 
sides of the user’s walking path (see Figure 1). The specific 
visualization of the lanes can be tailored to the application and 
adapted to the current situation of the user. For example, it can 
contain icons or text or can be connected to bubbles floating 
in the air which describe the information to be selected. 

To interact with the system, users shift their path sideways until 
they walk on the desired option lane. The system highlights 
the lane the user is currently walking on by changing the color 
of the respective lane. This color change affects the entire 
lane, which is also visible in front of the user. Therefore, 
users do not have to look to the ground to interact with the 
system, but can keep their head up even with the limited FoV 
of today’s devices. By walking along one of the lanes for a 
certain period of time, the respective option can be selected, 
analogously to the concept of selection by dwell time in eye-
gaze interaction [55]. This selection time is visualized to the 
user by changing the opacity of the lanes: While walking on a 
lane, all other lanes are gradually faded out. 

In addition to the option lanes, our concept proposes a non-
active null lane that covers the path directly in front of the 
user, which remains free. Therefore, if users continue walking 
straight ahead without adjusting their path, we do not interpret 
this as an interaction and do not trigger any actions. 

METHODOLOGY 
The design of a system based on the presented concepts con-
cerning the width of lanes, as well as the necessary selection 
time, is strongly dependent on environmental influences (e.g., 
available space, obstacles, or oncoming pedestrians). There-
fore, we focused on thin lanes and short selection times to 
establish a lower bound and baseline for accurate and efficient 
interactions with such a system. To investigate the influence 
of these two factors, we conducted a controlled experiment 
focusing on the following research questions: 

RQ1 How does the width of the lanes affect the accuracy, 
efficiency, and user experience of the system? 

RQ2 How does the selection time affect the accuracy, effi-
ciency, and user experience of the system? 

RQ3 Are there interaction effects between the width of the 
lanes and the selection time on the accuracy, efficiency, and 
user experience? 

Design and Task 
We designed a controlled experiment in which users interacted 
with a system as described in section 3. The participants’ 
task was to laterally shift their walking path to the highlighted 
target lane and stay within its bounds for a certain period of 
time while keeping average walking speed. 

As the first independent variable, we varied the number of 
lanes on a fixed-width interaction area. We varied the equal-
sized width of the lanes to fill the available interaction space, 
thus also varying the width of the individual lanes. 

As the second independent variable, we varied the selection 
time as the time participants had to walk on a lane to select it. 
Shorter dwell times on a lane did not select the respective lane 
and could be used to cross lanes to reach targets on the side. 

We varied both independent variables in a repeated measures 
design with three levels each (number of lanes: 8-lane, 12-lane, 
and 16-lane, selection time: 1/3 s, 2/3 s, and 3/3 s), resulting in a 
2-factorial study design with a total of 3x3 = 9 conditions (see 
Figure 2). We chose the levels based on the goal of establishing 
a lower limit for accurate and efficient interactions. Further, 
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a)

b) c) d) e)

Figure 3. Setup and procedure of the experiment: We used two projectors (a) for visual output and tracked the participants using an HTV VIVE 
Tracker (b). Participants initiated each trial by starting to walk (c). In the following, the system projected the lanes with a highlighted target lane (d). 
The participants’ task was to shift their path to the target lane (e) and stay within the bounds for the respective selection time of the condition. 

the design included two repetitions per target lane in each 
condition, resulting in a total of 3 · (8 + 12 + 16) · 2 = 216 
trials per participant. We counterbalanced the order of the 
conditions using a Balanced Latin Square design. For each 
condition, the system randomized the series of targets while 
assuring that each target was repeated two times. 

To specify the dimensions of the longitudinal area used in 
the study, we started from the typical width of a sidewalk 
of 2.5 m [33]. We halved the available width to take into 
account oncoming traffic from other pedestrians and decreased 
a safety distance of 0.25 m, resulting in 1 m of interaction 
width. Since the experiment varied the number of lanes on a 
fixed-width area, we also varied the width of the individual 
lanes. Therefore, the width of the individual lanes in each 
condition was 1m/( number of lanes +1), resulting in an 
absolute lane width of ∼ 11 cm (for the 8-lane conditions) 
to ∼ 6 cm (for the 16-lane conditions). For the length of the 
area, we opted for 20 m as informal pre-tests showed that this 
distance allowed the participants to perform the interaction in 
all conditions without reaching the end of the area. 

Study Setup and Apparatus 
We opted against using AR glasses as today’s devices still 
suffer from technical limitations (e.g., weight, limited field of 
view, unreliable tracking) that could influence the measure-
ments, rendering the results unusable for future developments. 

Therefore, we build a setup consisting of two short-throw 
1080p projectors (BenQ MH856UST) to simulate the visual 
output. For this, we mounted the two projectors at a distance 
of 7 m to wooden slats, which we, in turn, attached to two 
tripods at the height of 3.5 m (see Figure 3, a). This setup 
allowed to cover a range of 20 m with visual output. We com-
bined this visual output with the robust and accurate tracking 
of participants using an HTC VIVE Tracker (position track-
ing error < 0.02 cm [53]). For this, we mounted two VIVE 
Lighthouses at the far edges of the area covered by visual 
output to allow the same physical space to be tracked by the 
system. The implementation used OpenCV to calibrate1 the 
1https://docs.opencv.org/2.4/doc/tutorials/calib3d/camera_ 
calibration/camera_calibration.html 

projected image with the tracking of the VIVE system by dis-
playing calibration points and positioning a VIVE Tracker 
on the displayed positions, achieving a 3 m × 20 m interaction 
space with combined input and output. 

We modified a bicycle helmet and equipped it with a VIVE 
Tracker to capture the position of the participants’ heads in 
space (see Figure 3, b). We opted to use the head position 
of the participants as input for the system (in contrast to, for 
example, the position of the two feet) to simulate the type of 
tracking available in today’s HMDs. A desktop PC located 
next to the study area orchestrated the VIVE tracking as well 
as the two projectors. The PC was further used to render the 
visual output as well as for data logging. Figure 3 depicts the 
complete setup and apparatus of the study. 

Further, the desktop PC hosted a study operator application 
that allowed the investigator to set the task. For each trial, we 
logged the following dependent variables: 

Trajectory as the trace of the participants’ walking path (i.e., 
the path of the participants’ head movements), 

Task Completion Time (TCT) as the time between display-
ing the task and entering the lane which was subsequently 
selected (i.e., the time until the activation of the lane minus 
the selection time), 

Accuracy Rate as the rate of successfully selecting the target 
lane of the trial, 

Stabilizing Error Rate as the rate of participants walking 
past the boundaries of the target lane after initially reach-
ing it. This includes overshooting errors (i.e., leaving the 
target lane while maintaining the initial direction of the 
lateral shift) as well as swing-back errors (i.e., leaving the 
target lane in the opposite direction to the initial shifting 
direction). 

We conducted the experiment in a room of our institute’s 
building, where there was a sufficiently large area available. 
For the duration of the study, we closed the area to regular 
public access in order to exclude external influences. 
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Procedure 
After welcoming the participants, we introduced them to the 
concept and measured their body height as we expected it 
to influence the performance. In the following, we asked 
the participants to fill a consent form and an introductory 
questionnaire asking for demographic data. After calibrating 
the system, we asked the participant to put on the modified 
bicycle helmet. To avoid learning effects, the participants 
began the study by freely testing the system. 

To start the first condition, we asked the participants to go to 
the starting position. Participants were free to start each trial 
whenever they wanted by starting to walk (see Figure 3, c). 
After a few steps (i.e., after reaching an average walking speed 
of around 1-1.5 m/s [8]), the system showed the task to the 
participants (see Figure 3, d). The system randomly selected 
the exact starting point (2 +/- .5m) of each trial in order to 
avoid influencing the participants by learned positions. The 
interface consisted of red lines, indicating the number of lanes 
of the condition. The system highlighted the target with green 
and the currently active lane with a lighter gradation of red 
(for the regular lanes, see Figure 3, d) or blue (for the target, 
see Figure 3, e).After leaving the null lane, the system showed 
the selection time by fading out the other lanes. The selection 
timer was reset once the participant left a lane and restarted 
for the newly active lane. When the participant walked on a 
lane for the selection time of the condition, the system logged 
the result and signaled the end of the trial with a sound. If 
the participant had not made a selection by the end of the 
interaction space or selected a wrong lane, the system logged 
this as a failed attempt. Finally, the participant walked back to 
the starting position and proceeded to the next trial. 

We instructed the participants to maintain their average walk-
ing speed over the entire course. After each condition, we 
asked the participants to fill a questionnaire regarding their 
experiences on a 5-point Likert-scale (1: strongly disagree, 5: 
strongly agree). Additionally, the participants filled a NASA 
TLX [25] questionnaire. We enforced a 5-minute break be-
tween the conditions. During this break, the participants gave 
qualitative feedback in a semi-structured interview. Each ex-
periment took about 80 minutes per participant. 

Participants 
We recruited 18 participants (8 male, 8 female, 2 identified 
as gender variant/non-conforming), aged between 16 and 55 
(µ = 30.83, σ = 9.6). All participants voluntarily took part in 
the study and we paid no compensation. 

Analysis 
We analyzed the recorded data using two-way repeated-
measures (RM) ANOVAs with the number of lanes and the 
selection time as two factors to uncover significant effects. We 
tested the data for normality using Shapiro-Wilk’s test without 
any significant deviations. In cases where Mauchly’s test indi-
cated a violation of the assumption of sphericity, we corrected 
the tests using the Greenhouse-Geisser method and report the 
ε . When the RM ANOVA indicated significant results, we 
used Bonferroni corrected pairwise t-tests for post-hoc analy-
sis. We further report the eta-squared η2 as an estimate of the 

effect size and use Cohen’s suggestions to classify the effect 
size as small, medium, or large [12]. Further, as an estimate of 
the mean response of the individual factors, we report the esti-
mated marginal mean (EMM) as proposed by Searle et al. [64]. 
For the analysis of the NASA TLX questionnaires, we applied 
the raw method, indicating an overall workload as described 
by Hart et al. [25]. For the analysis of the non-continuous data 
of the Likert questionnaires, we performed an Aligned Rank 
Transformation as proposed by Wobbrock et al. [83]. 

RESULTS 
In the following section, we report the results of the controlled 
experiment investigating the research questions RQ1 - RQ3. 

Accuracy 
We analyzed the accuracy of participants as the rate of suc-
cessful trials. The analysis revealed that the number of lanes 
had a significant (F2,34 = 27.05, p < .001, η2 = .134) influ-
ence on the participants’ accuracy with a medium effect size. 
Post-hoc tests confirmed significant differences between the 
8-lane (EMM µ = 85.8%, σx = 2.2%) and 16-lane (EMM 
µ = 70.1%, σx = 2.2%) conditions as well as between the 
12-lane (EMM EMM µ = 80.4%, σx = 2.2%) and 16-lane 
conditions (both p < .001). 

Further, the analysis showed a significant (F1.44,24.45 = 37.57, 
p < .001, ε = .719, η2 = .307) effect for the selection time 
on the participants’ accuracy with a large effect size. Post-
hoc tests confirmed significant differences between the 1/3 s 
(EMM µ = 65.2%, σx = 2.4%) and both, the 2/3 s (EMM 
µ = 88.5%, σx = 2.4%) and the 3/3 s (EMM µ = 82.6%, σx = 
2.4%) conditions (both p < .001). 

Additionally, the analysis showed significant (F2.57,43.74 = 
4.28, p < .05, ε = .643, η2 = .033) interaction effects be-
tween both factors with a small effect size. 

In our experiment, we found accuracy rates ranging from 
EMM µ = 93.6%, σx = 3.1% (8-lane, 3/3 s) to EMM µ = 
58.9%, σx = 3.1% (16-lane, 1/3 s). Figure 4a depicts the mea-
sured accuracy rates for all conditions in the experiment. 

Stabilizing Error 
We calculated the stabilizing error rate by counting the number 
of trials when participants left the target lane after initially 
reaching it. The analysis showed a significant (F2,34 = 127.3, 
p < .001, η2 = .45) influence of the number of lanes on the 
stabilizing error rate with a large effect size. Post-hoc tests 
confirmed significantly higher stabilizing error rates for higher 
numbers of lanes (and thus smaller lanes) between all levels 
(8-lane: EMM µ = 16.2%, σx = 3.5%, 12-lane: EMM µ = 
36.8%, σx = 3.5%, 16-lane: EMM µ = 61.7%, σx = 3.5%, 
all p < .001). 

Further, the selection time also proved to have an significant 
(F2,34 = 67.07, p < .001, η2 = .164) influence on the stabi-
lizing error rate in the experiment with a large effect size. 
Post-hoc tests confirmed significantly higher stabilizing error 
rates for longer selection times between all levels (1/3 s: EMM 
µ = 24.3%, σx = 3.3%, 2/3 s: EMM µ = 38.7%, σx = 3.3%, 
3/3 s: EMM µ = 51.8%, σx = 3.3%, all p < .001). 
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(a) Accuracy Rate (b) Stabilizing Error Rate (c) Task-Completion Time 
Figure 4. Accuracy rate, stabilizing error rate and task-completion time in the experiment. All error bars depict the standard error. 

Lastly, the analysis also showed significant (F4,68 = 6.73, p < 
.001, η2 = .023) interaction effects between both factors with 
a small effect size. 

We found stabilizing error rates ranging from EMM µ = 7.8%, 
σx = 4.1% (8-lane, 1/3 s) to EMM µ = 79.8%, σx = 4.1% (16-
lane, 3/3 s). Figure 4b depicts the measured stabilizing error 
rates for all conditions in the experiment. 

Task Completion Time 
We measured the task-completion time (TCT) as the time to 
successful activation of a lane and subtracted the respective 
selection time of the condition to make the TCTs comparable. 
The time was measured from the moment the target was dis-
played to the participant. The analysis only considered the 
TCTs of the successful trails, as the different accuracy rates 
would otherwise influence the results. 

The analysis showed a significant (F2,34 = 117.8, p < .001, 
η2 = .262) influence of the number of lanes on the TCT with 
a large effect size. Post-hoc tests confirmed rising TCTs for 
higher numbers of lanes between all levels (8-lane: EMM µ = 
1.81s, σx = 0.07s, 12-lane: EMM µ = 2.11s, σx = 0.07s, 
16-lane: EMM µ = 2.79s, σx = 0.07s all p < .001). 

Interestingly, despite subtracting of the selection time from 
the TCT, the analysis also showed a significant (F2,34 = 123.3, 
p < .001, η2 = .413) effect of the selection time on the TCT 
with a large effect size. Post-hoc tests confirmed significantly 
higher TCTs for higher selection times between all levels 
(1/3 s: EMM µ = 1.57s, σx = 0.08s, 2/3 s: EMM µ = 2.30s, 
σx = 0.08s, 3/3 s: EMM µ = 2.83s, σx = 0.08s, all p < .001). 
As depicted in figure 4c, the TCTs for the different selection 
times are close together for the 8-lane conditions. For higher 
numbers of lanes, the TCTs grow faster for longer selection 
times. 

Further, the analysis again showed significant (F2.71,46.06 = 
25.3, p < .001, ε = .677, η2 = .073) interaction effects be-
tween the factors with a medium effect size. 

The graphical analysis of the TCTs showed strong visual cor-
relations with the stabilizing error rates as presented above 
(see Figure 4b and 4c). Calculating Pearson’s r supported the 
visual impression by confirming a very strong [18] correlation 
between stabilizing error rate and TCT (r = .925, p < .001). 

We found TCTs ranging from EMM µ = 1.41s, σx = 0.10s 
(8-lane, 1/3 s) to EMM µ = 3.71s, σx = 0.08s (16-lane, 3/3 s). 
Figure 4c depicts the measured TCTs for all conditions. 

Walked Distance 
To take into account different walking speeds of the partici-
pants, we analyzed the walking distance necessary to activate 
a target. Similar to the TCT, we only considered the distance 
that was necessary to select a lane without the distance walked 
during the selection time of the respective condition. There-
fore, the system measured the distance the participants walked 
from the beginning of the task within the TCT as defined 
above. 

The analysis showed a significant (F1.45,24.65 = 84.0, p < .001, 
ε = .725, η2 = .159) influence of the number of lanes on the 
distance with a large effect size. Post-hoc tests confirmed 
significantly higher distances for higher numbers of layers 
between all levels (8-lane: EMM µ = 2.06m, σx = 0.18m, 
12-lane: EMM µ = 2.43m, σx = 0.18m, 16-lane: EMM µ = 
3.11m, σx = 0.18m , all p < .001). 

As for the TCT, the analysis also showed a significant 
(F1.41,23.89 = 102.5, p < .001, ε = .703, η2 = .263) effect 
for the selection time on the distance with a large effect size. 
Again, post-hoc tests confirmed significantly higher distances 
for higher selection times between all levels (1/3 s: EMM µ = 
1.80m, σx = 0.18m, 2/3 s: EMM µ = 2.63m, σx = 0.18m, 
3/3 s: EMM µ = 3.17m, σx = 0.18m, all p < .001). 

Further, the analysis showed significant (F2.96,50.32 = 21.9, 
p < .001, ε = .74, η2 = .042) interaction effects between 
both factors with a small effect size. 

As for the TCT, the visual analysis of the measured distances 
again showed correlations with the stabilizing error rates (see 
Figure 4b and 5). Again, calculating Pearson’s r supported 
the visual impression, confirming a strong correlation between 
the stabilizing error rate and the needed distance to walk 
(r = .924, p < .001). 

We found distances ranging from EMM µ = 1.62m, σx = 
0.19m (8-lane, 1/3 s) to EMM µ = 4.07m, σx = 0.19m (16-
lane, 3/3 s). Figure 5 depicts the measured walking distances 
for all conditions in the experiment. 
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Figure 5. The measured distances to selection in the controlled experi-
ment. All error bars depict the standard error. 

TLX 
To assess the differences in the mental load induced by the 
two factors, we analyzed the influence of the factors on the 
Raw Nasa-TLX (RTLX). The analysis showed a significant 
(F1.43,24.36 = 18.96, p < .001, ε = .716, η2 = .104) influence 
of the number of lanes with a medium effect size. Post-hoc 
tests confirmed significantly higher values for the 16-lane 
(EMM µ = 43.9, σx = 2.99) conditions compared to both, 
the 8-lane (EMM µ = 29.4, σx = 2.99) and 12-lane (EMM 
µ = 33.7, σx = 2.99) conditions (both p < .001). 

Further, the analysis showed a significant (F1.18,20.01 = 21.7, 
p < .001, ε = .588, η2 = .182) effect for the selection time 
on the RTLX with a large effect size. Post-hoc tests confirmed 
significantly higher values for the 1/3 s (EMM µ = 47.0, σx = 
3.16) conditions compared to the 2/3 s (EMM µ = 29.1, σx = 
3.16) and 3/3 s (EMM µ = 30.9, σx = 3.16) conditions (both 
p < .001). 

Lastly, the analysis showed significant (F4,68 = 3.12, p < .05, 
η2 = .022) interaction effects between the factors with a small 
effect size. 

We found RTLX values ranging from EMM µ = 20.7, σx = 
3.8 (8-lane, 3/3 s) to EMM µ = 51.9, σx = 3.8 (16-lane, 1/3 s). 
Figure 6 depicts the measured walking distances for all condi-
tions in the experiment. 

Height 
To assess the influence of the participants height and, thus, 
differences in step sizes, we calculated the between subject 
effects of the height on the independent variables. How-
ever, the analysis did not show any influence on the accuracy 
(F1,16 = 1.78, p > .05), the stabilizing error (F1,16 = 1.31, 
p > .05), the TCT (F1,16 = .09, p > .05) nor on the distance 
(F1,16 = 1.15, p > .05). 

Location of the Target Lane 
We analyzed the effect of the location of the target lane by 
comparing the measurements grouped by outer (i.e., lanes on 
the far left and right as well as the lanes next to the central 
zero-lane) and inner (i.e., all other lanes) target lanes. 

The analysis showed a significant influence of the target loca-
tion on the accuracy (F1,17 = 35.95, p < .001, η2 = .058) 

Figure 6. The Raw Nasa-TLX measured in the controlled experiment. 
All error bars depict the standard error. 

with a small effect size. Post-hoc tests confirmed signifi-
cantly higher accuracy rates for outer (EMM µ = 85.0%, σx = 
2.01%) compared to inner (EMM µ = 75.4%, σx = 2.01%) 
target lanes (p < .001). 

Besides the accuracy, the analysis did not show any significant 
effects for the stabilizing error rate (F1,17 = 3.49, p > .05), the 
TCT (F1,17 = 2.43, p > .05) nor the walked distance (F1,17 = 
1.92, p > .001, η2 = .001). 

Questionnaire 
After each condition, participants answered questions regard-
ing their experiences on a 5-point Likert-scale (1: strongly 
disagree, 5: strongly agree). The following section analyses 
the participants’ answers. 

Confidence 
We asked the participants about their confidence to have suc-
cessfully hit the target lanes in the condition. We found a 
significant (F2,34 = 61.92, p < .001) effect of the number of 
lanes on the participants’ confidence. Post-hoc tests confirmed 
significantly lower approval for the 16-lane conditions com-
pared to the 8-lane and 12-lane conditions (both p < .001). 

Additionally, the analysis showed a significant (F2,34 = 16.67, 
p < .001) effect for the selection time on the participants’ con-
fidence. Post-hoc tests revealed significantly lower approval 
rates for the 1/3 s conditions compared to the 2/3 s and 3/3 s 
conditions (both p < .001). 

We found significant (F4,68 = 6.11, p < .01) interaction effects. 
Figure 7 (left) depicts all the answers of the participants. 

Convenience 
Further, we asked the participants if the combination of num-
ber of lanes and selection time was convenient to use. The 
analysis showed a significant (F2,34 = 48.53, p < .001) effect 
for the number of lanes on the participants’ ratings of the 
convenience. Post-hoc tests revealed significantly higher con-
venience ratings for 8-lane and 12-lane conditions compared 
to 16-lane conditions (both p < .001). 

Further, we found a significant (F2,34 = 11.47, p < .001) in-
fluence of the selection time on the ratings. Post-hoc tests con-
firmed significantly higher approval ratings for 2/3 s (p < .001) 
and 3/3 s (p < 01) compared to 1/3 s conditions. 
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Figure 7. The participants’ answers to our three questions in the Likert-questionaires. 

We found no interaction effects (F4,68 = 0.16, p > .05). Figure 
7 (middle) depicts all the answers of the participants. 

Willingness to Use 
As a last question, we asked the participants if they would like 
to use this combination of the number of lanes and the selec-
tion time for interacting with HMDs. The analysis showed a 
significant (F2,34 = 28.13, p < .001) influence of the number 
of lanes on the participants’ ratings. Post-hoc tests revealed 
significantly rising approval ratings for lower numbers of lanes 
between all levels (p < .01 comparing 8-lane and 12-lane, oth-
erwise p < .001). 

Further, the analysis unveiled a significant (F2,34 = 17.86, p < 
.001) influence of the selection time on the ratings. Post-
hoc tests showed significantly lower rates for 1/3 s conditions 
compared to 2/3 s and 3/3 s conditions (both p < .001). 

The analysis did not indicate any significant (F4,68 = 1.59, 
p > .05) interaction effects between the two factors. Figure 7 
(right) depicts all the answers of the participants. 

Qualitative Results 
In general, all participants showed strong approval for the idea 
of hands-free interaction with HMDs through walking. Asked 
for the reasons, participants told that it felt “fun” (P8), “novel” 
(P15), “fast” (P12) and “convenient” (P1,8), and would be 
especially “helpful [...] while doing other things” (P8). 

The participants noted that the number of lanes had a strong 
influence on their experience. P14 summarized: “With many 
lanes it is frustrating. I have to concentrate a lot to accomplish 
that.” P8 added: “With the small lanes, it almost feels like I 
have to walk on a balance beam.” 

Concerning the selection time, the opinions of the participants 
diverged. While almost all participants agreed that 1/3 s is 
“too short” (P1, P2, P8, P13, P17), both other selection times 
were equally popular. P7 explained the problem of identifying 
the “best” selection time: “It’s complicated. With the thin 
lanes, I’m annoyed [...] by too much [selection] time because 
balancing is difficult. With the wide lanes, on the other hand, 
I find longer [selection] times easier.” 

DISCUSSION 
The results of our controlled experiment suggest that the usage 
of lateral shifts of the walking path of users provides a viable 
interaction technique for HMDs. The analysis showed the 
highest accuracy rates (≈ 94%) for 8 interaction lanes (with 
an additional inactive zero lane in the middle, resulting in a 
lane width of 11 cm) with a selection time of 2/3 s. In the 
following section, we discuss the results of the experiment 
with respect to the research questions as presented above. 

RQ1: Influence of the Number of Lanes 
The analysis revealed a strong dependence of both, the accu-
racy and the efficiency, on the number and - since we varied 
the number of lanes on a fixed-width area - the width of lanes. 
Higher numbers of lanes reduced the accuracy across all condi-
tions. Further, higher numbers of lanes also led to higher TCTs 
and increased the walking distance, decreasing efficiency. 

We attribute the reduced accuracy and efficiency for higher 
numbers of lanes to the higher stabilizing error rates through 
overshooting and swing-back errors caused by thinner lanes. 
This effect was further amplified by the natural lateral oscilla-
tion of the head that occurs during walking: The steps cause 
the head to constantly move slightly to the left and right of the 
actual path while walking, causing participants to oscillate out 
of the target lane. At comfortable walking speeds of around 
1-1.5 m/s [8], this effect occurs at the stride frequency of ap-
proximately 1 Hz, and is responsible for a lateral translation of 
10 mm to 15 mm in each direction [46]. This equates to 9-14% 
(for the 8-lane conditions) and up to 17-25% (for the 16-lane 
conditions) of the lane widths tested in the experiment. 

Further, the analysis showed significantly higher RTLX values 
indicating a higher mental load for higher numbers of lanes. 
The results of the Likert-questionnaires supported the general 
discomfort of the participants with higher numbers of lanes. 
The participants answered all three questions - regarding confi-
dence, convenience, and willingness to use - with significantly 
lower scores for 16-lane compared to 12-lane and 8-lane con-
ditions. The qualitative feedback of the participants further 
supported these findings, most of whom were in favor of lower 
lane numbers. 

Paper 723 Page 8



 CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

RQ2: Influence of the Selection Time 
Concerning the selection time, we found a more complicated 
relationship to the accuracy than with the number of lanes. 
The analysis showed that different selection times had a strong 
influence on accuracy. Surprisingly, the middle selection time 
(2/3 s) was the one that achieved the highest accuracy rates. 

On the one hand, too short selection times led to participants 
accidentally selecting wrong lanes, as they spent too much 
time over an intermediate lane when changing lanes, thus 
decreasing accuracy. On the other hand, too long selection 
times increased the chance of participants accidentally leaving 
the target lane before the selection, as indicated by increased 
stabilizing error rates for higher selection times measured in 
the experiment. We observed during the experiment that - after 
such an incident - participants very carefully re-approached 
the target lane in order not to overshoot again, spending long 
periods of time on the adjacent lane. This behavior increased 
the chance of accidentally selecting a wrong target lane and, 
thereby, again reduced the accuracy. 

Interestingly, we also found an influence of the selection time 
on the efficiency of participants, even though we explicitly sub-
tracted the respective selection time from the task-completion 
time. We attribute these effects to the extended periods of 
time participants had to stay on a lane, increasing the chance 
of accidentally oscillating out of the lane and, thus, restart-
ing the selection time. The restarted timer increased the TCT 
and, thereby, the necessary distance. The analysis of the data 
provided further support for the assumption that the increased 
TCT for higher numbers of lanes and higher selection times 
are related to oscillating out of the target lane: We found a 
strong correlation between stabilizing error rates, measured 
as the rate of trials in which the target lane was left, and the 
TCT. 

While the analysis of the RTLX and the Likert question-
naires showed no differences between 2/3 s and 3/3 s conditions, 
both were rated significantly better than the 1/3 s conditions. 
The qualitative feedback of participants supported this result: 
While participants’ opinions were mixed for the “best” con-
dition between 2/3 s and 3/3 s, there was a clear agreement that 
1/3 s was too short. 

RQ3: Interaction Effects between Number of Lanes and 
Selection Time 
The analysis of the experiment showed interaction effects be-
tween the number of lanes and selection time for both, the 
accuracy and the efficiency measurements. We attribute this 
effects to a mutual reinforcement of the influences of the in-
dividual factors described above: Lower numbers and, thus, 
wider lanes led to an increased width of the intermediate lanes 
between the participant and the target lane. With shorter se-
lection times, this resulted in lower accuracy rates, because 
a larger lateral distance had to be crossed, resulting in more 
false selections in between. The reverse effect applies for 
higher numbers of and, thus, thinner lanes: Due to the thinner 
lanes, it generally became more difficult for the participants to 
select a lane by walking on it, resulting in lower efficiency and 
accuracy rates. This effect is further intensified by forcing the 

user to walk longer on the lane through higher selection times, 
increasing the chance of accidentally walking out of the lane. 

Taken together, this explains the interaction effects found in 
the experiment on accuracy and efficiency: Wider lanes require 
longer selection times, thinner lanes require shorter selection 
times to attain high accuracy and effectiveness. 

IMPLEMENTATION AND EXAMPLE APPLICATIONS 
Based on the results of the study, we implemented a walking-
based input modality for the Microsoft Hololens. The re-
sults of the experiment proved the accuracy of the inside-
out tracking of the Microsoft Hololens (average deviation of 
1.25 cm [41]) to be sufficient for a real-world implementation 
of our concepts. 

The software augments lanes to the ground in front of the user, 
parallel to their walking path. Using the internal inside-out 
tracking of the Hololens, the system calculates the intersection 
between the orthogonal projection of the user’s head position 
and the augmented lanes to identify the currently selected lane. 
The implementation works as a standalone application without 
modifications to the Hololens or additional external tracking. 

Example Applications 
To show the practical applicability of our concept, we imple-
mented three example applications: Assistant, Camera and 
Music Walker. 

Assistant 
Assistant is a personal assistance service, which - similar to 
commercial assistance solutions like Google Assistant, Alexa, 
or Cortana - can offer personalized recommendations. For this, 
an unobtrusively visualized assistant lane is displayed at the 
right edge of the user’s field of view. If users want to access 
the service, they shift their walking path to the lane. This 
movement opens various options that allow the user to access 
personalized local services such as recommended restaurants 
or shops (see Figure 8a). By selecting an element through 
walking on it, the user can walk further down the options tree 
of a cascading menu. 

Camera 
By entering the photo lane, the user can activate the camera. 
Exiting this lane to the “take a picture” side starts a countdown 
to take a picture of the current view of the participant with-
out the augmented content. The user can then apply various 
filters to the image, which are displayed as new lanes. The 
effect of each filter is previewed as soon as the user enters 
the corresponding lane (see Figure 8b). By walking on a lane 
for a longer time, the user can select one of the filters and, in 
the next step, share the edited photo to different social media 
platforms, again visualized as newly appearing lanes. 

Music Walker 
Music Walker is a music player application. The user can 
continuously change the volume by walking on the volume 
up or volume down lane. The longer the user stays on a lane, 
the further the volume is increased or decreased, respectively. 
Further, the playlist lane allows the user to walk up a list of the 
upcoming tracks. Leaving the lane allows the user to select a 
new song. Figure 8c depicts the interaction. 
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(a) Assistant (b) Camera (c) Music Walker 
Figure 8. Screenshots of the example applications. Assistant (a) allows users to explore nearby services (e.g., coffee shops, hotels). Camera (b) allows 
users to take pictures, apply filters and share the results to social media platforms. Music Walker (c) allows users to walk through the playlist and select 
songs by leaving the lane. Further, users can continuously change the volume by walking on the respective lane. 

LIMITATIONS AND FUTURE WORK 
We are convinced that the presented results provide valuable 
insights to the applicability of our concept. However, the study 
design, as well as the results of the experiment, impose some 
limitations and directions for future work. 

Real-World Applicability 
In this paper, we presented an experiment that deliberately 
investigated thin lanes and short selection times to provide 
a baseline of the performance users can achieve for future 
developments. To be able to address the mere impact of these 
factors adequately, we excluded possible influencing factors 
such as technical limitations of current-generation HMDs (e.g., 
the small field of view) and external factors (e.g., oncoming 
pedestrians or blocking of the path) from the experiment. 

While we are convinced that the technical limitations will 
be resolved in the coming years through further technical 
advances, questions remain on how to handle external factors. 
Such external factors could a) render intentional interactions 
with the system impossible, or could b) cause unintentional 
interactions with the system. As an exemplary solution, such 
obstacles could be detected by the cameras of the HMD or by 
sensors embedded in the smart city. This information could 
then be used for routing the lanes around obstacles or postpone 
any selection behind the obstacle. In addition, lane widths and 
selection times can be adapted to the current situation of the 
user to allow appropriate interaction at any time. Future work 
is necessary to conclude on these challenges. 

Continuous Interaction 
The experiment focused on discrete interaction steps, that is, 
the sequential calling of options. We chose this approach to 
define the basic requirements for the design of such interfaces 
in terms of minimum width and time needed to interact. How-
ever, we are confident that such walking-based interfaces can 
also be used for continuous interaction. For such interfaces, 
a) the deviation of the user from the direct path or b) the time 

spent on a lane could be mapped directly to a cursor or other 
interface elements. Future work in this area is necessary to 
assess the accuracy and efficiency of such interfaces. 

Shapes beyond Straight Lines 
In this paper, we investigated the deviation from a straight 
line in front of the user as an input modality. In many real-
world scenarios, however, a straight line may not be a suitable 
baseline for interaction (e.g., obstacles, directional changes of 
the user). Therefore, further work in this field is necessary to 
conclude on these challenges. 

Other modes of Locomotion 
In this work, we investigated how lateral shifts can be used 
as an input modality while walking. However, we are confi-
dent that this type of interaction can also be of great use for 
other modes of locomotion such as jogging, cycling, riding e-
scooters, or when using wheelchairs. Future work is necessary 
to assess the influence of other modes of locomotion and, thus, 
also speeds on the feasibility, accuracy, efficiency, and safety 
of such interfaces. 

CONCLUSION 
In this paper, we explored how lateral shifts of the user’s walk-
ing path can be leveraged as an input modality for HMDs. 
Therefore, our system augments lanes parallel to the user’s 
walking path on the floor in front of the user, representing 
individual options. The user can select one of these options 
by shifting the walking route sideways. The results of the con-
trolled experiment confirmed the viability of such interfaces 
for fast, accurate, and fun interactions. We are convinced that 
our concept represents a first step towards more comfortable 
and safe interaction with HMDs on the go. 

ACKNOWLEDGMENTS 
We thank Dominik Schön and Simone Schröder for their valu-
able support. This work has been funded by the LOEWE 
initiative (Hesse, Germany) within the emergenCITY centre. 

Paper 723 Page 10



 CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

REFERENCES 
[1] Euijai Ahn and Gerard J. Kim. 2013. Casual video 

watching during sensor guided navigation. In 
Proceedings of the 12th ACM SIGGRAPH International 
Conference on Virtual-Reality Continuum and Its 
Applications in Industry - VRCAI ’13. ACM Press, New 
York, New York, USA, 275–278. DOI: 
http://dx.doi.org/10.1145/2534329.2534378 

[2] Ferran Argelaguet and Carlos Andujar. 2013. A survey 
of 3D object selection techniques for virtual 
environments. Computers & Graphics 37, 3 (may 2013), 
121–136. DOI: 
http://dx.doi.org/10.1016/j.cag.2012.12.003 

[3] Daniel Ashbrook, Patrick Baudisch, and Sean White. 
2011. Nenya: subtle and eyes-free mobile input with a 
magnetically-tracked finger ring. In Proceedings of the 
2011 annual conference on Human factors in computing 
systems - CHI ’11. ACM Press, New York, New York, 
USA, 2043. DOI: 
http://dx.doi.org/10.1145/1978942.1979238 

[4] Ralph M. Barnes, Henry Hardaway, and Odif Podolsky. 
1942. Which pedal is best. Factory Management and 
Maintenance 100, 98 (1942). 

[5] Ralph L. Barnett. 2009. Foot Controls: Riding the Pedal. 
The Ergonomics Open Journal 2, 1 (jan 2009), 13–16. 
DOI:http://dx.doi.org/10.2174/1875934300902010013 

[6] Sandra Beuck, Alexander Scheurer, and Matthias Wolfel. 
2017. Willingness of Distracted Smartphone Users on 
the Move to be Interrupted in Potentially Dangerous 
Situations. In 2017 International Conference on 
Cyberworlds (CW). IEEE, 9–16. DOI: 
http://dx.doi.org/10.1109/CW.2017.60 

[7] Mark Billinghurst, Adrian Clark, and Gun A. Lee. 2015. 
A Survey of Augmented Reality. Foundations and 
Trends® in Human–Computer Interaction 8, 2-3 (2015), 
73–272. DOI:http://dx.doi.org/10.1561/1100000049 

[8] Richard W. Bohannon. 1997. Comfortable and 
maximum walking speed of adults aged 20—79 years: 
reference values and determinants. Age and Ageing 26, 1 
(1997), 15–19. DOI: 
http://dx.doi.org/10.1093/ageing/26.1.15 

[9] Volkert Buchmann, Stephen Violich, Mark Billinghurst, 
and Andy Cockburn. 2004. FingARtips: gesture based 
direct manipulation in Augmented Reality. In 
Proceedings of the 2nd international conference on 
Computer graphics and interactive techniques in 
Austalasia and Southe East Asia - GRAPHITE ’04. 
ACM Press, New York, New York, USA, 212. DOI: 
http://dx.doi.org/10.1145/988834.988871 

[10] Guanling Chen and David Kotz. 2000. A survey of 
context-aware mobile computing research. (2000). 
https://mmlab.snu.ac.kr/courses/2005 

[11] James Clawson, Thad E. Starner, Daniel Kohlsdorf, 
David P. Quigley, and Scott Gilliland. 2014. Texting
while walking: an evaluation of mini-qwerty text input 

while on-the-go. In Proceedings of the 16th 
international conference on Human-computer 
interaction with mobile devices & services - MobileHCI 

’14. ACM Press, New York, New York, USA, 339–348. 
DOI:http://dx.doi.org/10.1145/2628363.2628408 

[12] Jacob Cohen. 1988. Statistical Power Analysis for the 
Behavioral Sciences. Routledge. DOI: 
http://dx.doi.org/10.4324/9780203771587 

[13] Andrea Colaço, Ahmed Kirmani, Hye Soo Yang, 
Nan-Wei Gong, Chris Schmandt, and Vivek K. Goyal. 
2013. Mime: compact, low power 3D gesture sensing 
for interaction with head mounted displays. In 
Proceedings of the 26th annual ACM symposium on 
User interface software and technology - UIST ’13. 
ACM Press, New York, New York, USA, 227–236. DOI: 
http://dx.doi.org/10.1145/2501988.2502042 

[14] Niloofar Dezfuli, Mohammadreza Khalilbeigi, Jochen 
Huber, Florian Müller, and Max Mühlhäuser. 2012. 
PalmRC: imaginary palm-based remote control for 
eyes-free television interaction. In Proceedings of the 
10th European conference on Interactive tv and video -
EuroiTV ’12. ACM, ACM Press, New York, New York, 
USA, 27. DOI: 
http://dx.doi.org/10.1145/2325616.2325623 

[15] David Dobbelstein, Philipp Hock, and Enrico Rukzio. 
2015. Belt: An Unobtrusive Touch Input Device for 
Head-worn Displays. In Proceedings of the 33rd Annual 
ACM Conference on Human Factors in Computing 
Systems - CHI ’15. ACM Press, New York, New York, 
USA, 2135–2138. DOI: 
http://dx.doi.org/10.1145/2702123.2702450 

[16] David Dobbelstein, Christian Winkler, Gabriel Haas, 
and Enrico Rukzio. 2017. PocketThumb: a Wearable 
Dual-Sided Touch Interface for Cursor-based Control of 
Smart-Eyewear. Proceedings of the ACM on Interactive, 
Mobile, Wearable and Ubiquitous Technologies 1, 2 (jun 
2017), 1–17. DOI:http://dx.doi.org/10.1145/3090055 

[17] Steven Dow, Jaemin Lee, Christopher Oezbek, Blair 
Maclntyre, Jay David Bolter, and Maribeth Gandy. 2005. 
Exploring spatial narratives and mixed reality 
experiences in Oakland Cemetery. In Proceedings of the 
2005 ACM SIGCHI International Conference on 
Advances in computer entertainment technology - ACE 
’05. ACM Press, New York, New York, USA, 51–60. 
DOI:http://dx.doi.org/10.1145/1178477.1178484 

[18] James D. Evans. 1996. Straightforward Statistics for the 
Behavioral Sciences. Thomson Brooks/Cole Publishing 
Co., Belmont, CA, US. 
https://psycnet.apa.org/record/1995-98499-000 

[19] Kevin Fan, Liwei Chan, Daiya Kato, Kouta 
Minamizawa, and Masahiko Inami. 2016. VR Planet: 
Interface for Meta-View and Feet Interaction of VR 
Contents. In ACM SIGGRAPH 2016 VR Village on -
SIGGRAPH ’16. ACM Press, New York, New York, 
USA, 1–2. DOI: 
http://dx.doi.org/10.1145/2929490.2931001 

Paper 723 Page 11

http://dx.doi.org/10.1145/2534329.2534378
http://dx.doi.org/10.1016/j.cag.2012.12.003
http://dx.doi.org/10.1145/1978942.1979238
http://dx.doi.org/10.2174/1875934300902010013
http://dx.doi.org/10.1109/CW.2017.60
http://dx.doi.org/10.1561/1100000049
http://dx.doi.org/10.1093/ageing/26.1.15
http://dx.doi.org/10.1145/988834.988871
https://mmlab.snu.ac.kr/courses/2005
http://dx.doi.org/10.1145/2628363.2628408
http://dx.doi.org/10.4324/9780203771587
http://dx.doi.org/10.1145/2501988.2502042
http://dx.doi.org/10.1145/2325616.2325623
http://dx.doi.org/10.1145/2702123.2702450
http://dx.doi.org/10.1145/3090055
http://dx.doi.org/10.1145/1178477.1178484
https://psycnet.apa.org/record/1995-98499-000
http://dx.doi.org/10.1145/2929490.2931001


 CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

[20] Steven Feiner, Blair MacIntyre, Tobias Höllerer, and 
Anthony Webster. 1997. A touring machine: Prototyping 
3D mobile augmented reality systems for exploring the 
urban environment. Personal Technologies 1, 4 (dec 
1997), 208–217. DOI: 
http://dx.doi.org/10.1007/BF01682023 

[21] Daniel Fitton, I. Scott MacKenzie, Janet C. Read, and 
Matthew Horton. 2013. Exploring tilt-based text input 
for mobile devices with teenagers. (2013). 
https://dl.acm.org/citation.cfm?id=2578082 

[22] Koumei Fukahori, Daisuke Sakamoto, and Takeo 
Igarashi. 2015. Exploring Subtle Foot Plantar-based 
Gestures with Sock-placed Pressure Sensors. In 
Proceedings of the 33rd Annual ACM Conference on 
Human Factors in Computing Systems - CHI ’15. ACM 
Press, New York, New York, USA, 3019–3028. DOI: 
http://dx.doi.org/10.1145/2702123.2702308 

[23] Chris Harrison, Shilpa Ramamurthy, and Scott E. 
Hudson. 2012. On-body interaction: armed and 
dangerous. In Proceedings of the Sixth International 
Conference on Tangible, Embedded and Embodied 
Interaction - TEI ’12. ACM Press, New York, New York, 
USA, 69. DOI: 
http://dx.doi.org/10.1145/2148131.2148148 

[24] Chris Harrison, Desney S. Tan, and Dan Morris. 2010. 
Skinput: appropriating the body as an input surface. In 
Proceedings of the 28th international conference on 
Human factors in computing systems - CHI ’10. ACM 
Press, New York, New York, USA, 453. DOI: 
http://dx.doi.org/10.1145/1753326.1753394 

[25] Sandra G. Hart. 2006. Nasa-Task Load Index 
(NASA-TLX); 20 Years Later. Proceedings of the 
Human Factors and Ergonomics Society Annual 
Meeting 50, 9 (oct 2006), 904–908. DOI: 
http://dx.doi.org/10.1177/154193120605000909 

[26] Hwan Heo, Eui Lee, Kang Park, Chi Kim, and Mincheol 
Whang. 2010. A realistic game system using 
multi-modal user interfaces. IEEE Transactions on 
Consumer Electronics 56, 3 (aug 2010), 1364–1372. 
DOI:http://dx.doi.org/10.1109/TCE.2010.5606271 

[27] Juan David Hincapié-Ramos, Xiang Guo, Paymahn 
Moghadasian, and Pourang P. Irani. 2014. Consumed 
endurance: a metric to quantify arm fatigue of mid-air 
interactions. In Proceedings of the 32nd annual ACM 
conference on Human factors in computing systems -
CHI ’14. ACM Press, New York, New York, USA, 
1063–1072. DOI: 
http://dx.doi.org/10.1145/2556288.2557130 

[28] Juan David Hincapié-Ramos and Pourang P. Irani. 2013. 
CrashAlert: enhancing peripheral alertness for eyes-busy 
mobile interaction while walking. In Proceedings of the 
SIGCHI Conference on Human Factors in Computing 
Systems - CHI ’13. ACM Press, New York, New York, 
USA, 3385. DOI: 
http://dx.doi.org/10.1145/2470654.2466463 

[29] Simon Holland, David R. Morse, and Henrik Gedenryd. 
2002. AudioGPS: Spatial Audio Navigation with a 
Minimal Attention Interface. Personal and Ubiquitous 
Computing 6, 4 (sep 2002), 253–259. DOI: 
http://dx.doi.org/10.1007/s007790200025 

[30] Tobias Höllerer, Tobias Höllerer, Steven Feiner, Tachio 
Terauchi, Gus Rashid, and Drexel Hallaway. 1999. 
Exploring MARS: Developing Indoor and Outdoor User 
Interfaces to a Mobile Augmented Reality System. 
COMPUTERS AND GRAPHICS 23 (1999), 779—-785. 
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10. 
1.1.32.5360 

[31] Yi-Ta Hsieh, Antti Jylhä, Valeria Orso, Luciano 
Gamberini, and Giulio Jacucci. 2016. Designing a 
Willing-to-Use-in-Public Hand Gestural Interaction 
Technique for Smart Glasses. In Proceedings of the 2016 
CHI Conference on Human Factors in Computing 
Systems - CHI ’16. ACM Press, New York, New York, 
USA, 4203–4215. DOI: 
http://dx.doi.org/10.1145/2858036.2858436 

[32] Shaun K. Kane, Jacob O. Wobbrock, and Ian E. Smith. 
2008. Getting off the treadmill: evaluating walking user 
interfaces for mobile devices in public spaces. In 
Proceedings of the 10th international conference on 
Human computer interaction with mobile devices and 
services - MobileHCI ’08. ACM Press, New York, New 
York, USA, 109. DOI: 
http://dx.doi.org/10.1145/1409240.1409253 

[33] Sangyoup Kim, Jaisung Choi, and Yongseok Kim. 2011. 
Determining the sidewalk pavement width by using 
pedestrian discomfort levels and movement 
characteristics. KSCE Journal of Civil Engineering 15, 5 
(may 2011), 883–889. DOI: 
http://dx.doi.org/10.1007/s12205-011-1173-1 

[34] Marion Koelle, Abdallah El Ali, Vanessa Cobus, Wilko 
Heuten, and Susanne Boll. 2017. All about 
Acceptability?: Identifying Factors for the Adoption of 
Data Glasses. Proceedings of the 2017 CHI Conference 
on Human Factors in Computing Systems (2017), 
295–300. DOI: 
http://dx.doi.org/10.1145/3025453.3025749 

[35] Xiangzhen Kong, Shengwu Xiong, Shili Xiong, Zhixing 
Zhu, and Guoyang Long. 2017. A Field Evaluation: The 
Effects of Rear-Camera-On Mode for Texting While 
Walking. Springer, Cham, 275–285. DOI: 
http://dx.doi.org/10.1007/978-3-319-41947-3_26 

[36] Antonio Krüger, Andreas Butz, Christian Müller, 
Christoph Stahl, Rainer Wasinger, Karl-Ernst Steinberg, 
and Andreas Dirschl. 2004. The connected user 
interface: realizing a personal situated navigation 
service. In Proceedings of the 9th international 
conference on Intelligent user interface - IUI ’04. ACM 
Press, New York, New York, USA, 161. DOI: 
http://dx.doi.org/10.1145/964442.964473 

Paper 723 Page 12

http://dx.doi.org/10.1007/BF01682023
https://dl.acm.org/citation.cfm?id=2578082
http://dx.doi.org/10.1145/2702123.2702308
http://dx.doi.org/10.1145/2148131.2148148
http://dx.doi.org/10.1145/1753326.1753394
http://dx.doi.org/10.1177/154193120605000909
http://dx.doi.org/10.1109/TCE.2010.5606271
http://dx.doi.org/10.1145/2556288.2557130
http://dx.doi.org/10.1145/2470654.2466463
http://dx.doi.org/10.1007/s007790200025
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.32.5360
http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.32.5360
http://dx.doi.org/10.1145/2858036.2858436
http://dx.doi.org/10.1145/1409240.1409253
http://dx.doi.org/10.1007/s12205-011-1173-1
http://dx.doi.org/10.1145/3025453.3025749
http://dx.doi.org/10.1007/978-3-319-41947-3_26
http://dx.doi.org/10.1145/964442.964473


 CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

[37] Mikko Kytö, Barrett M. Ens, Thammathip 
Piumsomboon, Gun A. Lee, and Mark Billinghurst. 
2018. Pinpointing: Precise Head- and Eye-Based Target 
Selection for Augmented Reality. In Proceedings of the 
2018 CHI Conference on Human Factors in Computing 
Systems - CHI ’18. ACM Press, New York, New York, 
USA, 1–14. DOI: 
http://dx.doi.org/10.1145/3173574.3173655 

[38] Wallace S. Lages and Doug A. Bowman. 2019. Walking 
with adaptive augmented reality workspaces: design and 
usage patterns. In Proceedings of the 24th International 
Conference on Intelligent User Interfaces - IUI ’19. 
ACM Press, New York, New York, USA, 356–366. DOI: 
http://dx.doi.org/10.1145/3301275.3302278 

[39] Ming-I Brandon Lin and Yu-Ping Huang. 2017. The 
impact of walking while using a smartphone on 
pedestrians’ awareness of roadside events. Accident 
Analysis & Prevention 101 (apr 2017), 87–96. DOI: 
http://dx.doi.org/10.1016/j.aap.2017.02.005 

[40] Roman Lissermann, Jochen Huber, Aristotelis Hadjakos, 
and Max Mühlhäuser. 2013. EarPut: augmenting 
ear-worn devices for ear-based interaction. In CHI ’13 
Extended Abstracts on Human Factors in Computing 
Systems on - CHI EA ’13. ACM Press, New York, New 
York, USA, 1323. DOI: 
http://dx.doi.org/10.1145/2468356.2468592 

[41] Yang Liu, Haiwei Dong, Longyu Zhang, and 
Abdulmotaleb El Saddik. 2018. Technical Evaluation of 
HoloLens for Multimedia: A First Look. IEEE 
MultiMedia 25, 4 (oct 2018), 8–18. DOI: 
http://dx.doi.org/10.1109/MMUL.2018.2873473 

[42] Andrés Lucero and Akos Vetek. 2014. NotifEye: using 
interactive glasses to deal with notifications while 
walking in public. In Proceedings of the 11th Conference 
on Advances in Computer Entertainment Technology -
ACE ’14. ACM Press, New York, New York, USA, 1–10. 
DOI:http://dx.doi.org/10.1145/2663806.2663824 

[43] Zhihan Lv, Alaa Halawani, Shengzhong Feng, Shafiq ur 
Réhman, and Haibo Li. 2015. Touch-less interactive 
augmented reality game on vision-based wearable 
device. Personal and Ubiquitous Computing 19, 3-4 (jul 
2015), 551–567. DOI: 
http://dx.doi.org/10.1007/s00779-015-0844-1 

[44] Denys J. C. Matthies, Franz Müller, Christoph Anthes, 
and Dieter Kranzlmüller. 2013. ShoeSoleSense: proof of 
concept for a wearable foot interface for virtual and real 
environments. In Proceedings of the 19th ACM 
Symposium on Virtual Reality Software and Technology -
VRST ’13. ACM Press, New York, New York, USA, 93. 
DOI:http://dx.doi.org/10.1145/2503713.2503740 

[45] Pranav Mistry and Pattie Maes. 2009. SixthSense: a 
wearable gestural interface. In ACM SIGGRAPH ASIA 
2009 Sketches on - SIGGRAPH ASIA ’09. ACM Press, 
New York, New York, USA, 1. DOI: 
http://dx.doi.org/10.1145/1667146.1667160 

[46] Steven T. Moore, Eishi Hirasaki, Theodore Raphan, and 
Bernard Cohen. 2006. The Human Vestibulo-Ocular 
Reflex during Linear Locomotion. Annals of the New 
York Academy of Sciences 942, 1 (jan 2006), 139–147. 
DOI: 
http://dx.doi.org/10.1111/j.1749-6632.2001.tb03741.x 

[47] Florian Müller, Niloofar Dezfuli, Max Mühlhäuser, 
Martin Schmitz, and Mohammadreza Khalilbeigi. 2015a. 
Palm-based Interaction with Head-mounted Displays. In 
Proceedings of the 17th International Conference on 
Human-Computer Interaction with Mobile Devices and 
Services Adjunct - MobileHCI ’15. ACM Press, New 
York, New York, USA, 963–965. DOI: 
http://dx.doi.org/10.1145/2786567.2794314 

[48] Florian Müller, Mohammadreza Khalilbeigi, Niloofar 
Dezfuli, Alireza Sahami Shirazi, Sebastian Günther, and 
Max Mühlhäuser. 2015b. A Study on Proximity-based 
Hand Input for One-handed Mobile Interaction. In 
Proceedings of the 3rd ACM Symposium on Spatial User 
Interaction - SUI ’15. ACM, ACM Press, New York, 
New York, USA, 53–56. DOI: 
http://dx.doi.org/10.1145/2788940.2788955 

[49] Florian Müller, Martin Schmitz, Joshua Mcmanus, Max 
Mühlhäuser, Sebastian Günther, and Markus Funk. 2019. 
Mind the Tap : Assessing Foot-Taps for Interacting with 
Head-Mounted Displays. In Proceedings of the 2019 
CHI Conference on Human Factors in Computing 
Systems - CHI ’19. ACM, Glasgow, Scotland, UK. DOI: 
http://dx.doi.org/10.1145/3290605.3300707 

[50] Wolfgang Narzt, Gustav Pomberger, Alois Ferscha, 
Dieter Kolb, Reiner Müller, Jan Wieghardt, Horst 
Hörtner, and Christopher Lindinger. 2006. Augmented 
reality navigation systems. Universal Access in the 
Information Society 4, 3 (mar 2006), 177–187. DOI: 
http://dx.doi.org/10.1007/s10209-005-0017-5 

[51] Alexander Ng and Stephen Brewster. 2013. The 
relationship between encumbrance and walking speed 
on mobile interactions. In CHI ’13 Extended Abstracts 
on Human Factors in Computing Systems on - CHI EA 

’13. ACM Press, New York, New York, USA, 1359. DOI: 
http://dx.doi.org/10.1145/2468356.2468599 

[52] Alexander Ng, John Williamson, and Stephen Brewster. 
2015. The Effects of Encumbrance and Mobility on 
Touch-Based Gesture Interactions for Mobile Phones. In 
Proceedings of the 17th International Conference on 
Human-Computer Interaction with Mobile Devices and 
Services - MobileHCI ’15. ACM Press, New York, New 
York, USA, 536–546. DOI: 
http://dx.doi.org/10.1145/2785830.2785853 

[53] Diederick C Niehorster, Li Li, and Markus Lappe. 2017. 
The Accuracy and Precision of Position and Orientation 
Tracking in the HTC Vive Virtual Reality System for 
Scientific Research. i-Perception 8, 3 (jun 2017), 
204166951770820. DOI: 
http://dx.doi.org/10.1177/2041669517708205 

Paper 723 Page 13

http://dx.doi.org/10.1145/3173574.3173655
http://dx.doi.org/10.1145/3301275.3302278
http://dx.doi.org/10.1016/j.aap.2017.02.005
http://dx.doi.org/10.1145/2468356.2468592
http://dx.doi.org/10.1109/MMUL.2018.2873473
http://dx.doi.org/10.1145/2663806.2663824
http://dx.doi.org/10.1007/s00779-015-0844-1
http://dx.doi.org/10.1145/2503713.2503740
http://dx.doi.org/10.1145/1667146.1667160
http://dx.doi.org/10.1111/j.1749-6632.2001.tb03741.x
http://dx.doi.org/10.1145/2786567.2794314
http://dx.doi.org/10.1145/2788940.2788955
http://dx.doi.org/10.1145/3290605.3300707
http://dx.doi.org/10.1007/s10209-005-0017-5
http://dx.doi.org/10.1145/2468356.2468599
http://dx.doi.org/10.1145/2785830.2785853
http://dx.doi.org/10.1177/2041669517708205


 CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

[54] Wayne Piekarski and B.H. Thomas. 2004. Augmented 
Reality Working Planes: A Foundation for Action and 
Construction at a Distance. In Third IEEE and ACM 
International Symposium on Mixed and Augmented 
Reality. IEEE, 162–171. DOI: 
http://dx.doi.org/10.1109/ISMAR.2004.17 

[55] Yuan Yuan Qian and Robert J. Teather. 2017. The eyes 
don’t have it: an empirical comparison of head-based 
and eye-based selection in virtual reality. In Proceedings 
of the 5th Symposium on Spatial User Interaction - SUI 

’17. ACM Press, New York, New York, USA, 91–98. 
DOI:http://dx.doi.org/10.1145/3131277.3132182 

[56] Ahmad Rahmati, Clayton Shepard, and Lin Zhong. 
2009. NoShake: Content stabilization for shaking 
screens of mobile devices. In 2009 IEEE International 
Conference on Pervasive Computing and 
Communications. IEEE, 1–6. DOI: 
http://dx.doi.org/10.1109/PERCOM.2009.4912750 

[57] Gerhard Reitmayr and Dieter Schmalstieg. 2004. 
Collaborative augmented reality for outdoor navigation 
and information browsing. Technical Report. 53–62 
pages. 

[58] Zhanna Sarsenbayeva, Niels van Berkel, Eduardo 
Velloso, Vassilis Kostakos, and Jorge Goncalves. 2018. 
Effect of Distinct Ambient Noise Types on Mobile 
Interaction. Proceedings of the ACM on Interactive, 
Mobile, Wearable and Ubiquitous Technologies 2, 2 (jul 
2018), 1–23. DOI:http://dx.doi.org/10.1145/3214285 

[59] Zhanna Sarsenbayeva and Zhanna. 2018. Situational 
Impairments during Mobile Interaction. In Proceedings 
of the 2018 ACM International Joint Conference and 
2018 International Symposium on Pervasive and 
Ubiquitous Computing and Wearable Computers -
UbiComp ’18. ACM Press, New York, New York, USA, 
498–503. DOI: 
http://dx.doi.org/10.1145/3267305.3267310 

[60] Sidas Saulynas and Ravi Kuber. 2018. Towards 
Supporting Mobile Device Users Facing Severely 
Constraining Situational Impairments. In Extended 
Abstracts of the 2018 CHI Conference on Human 
Factors in Computing Systems - CHI ’18. ACM Press, 
New York, New York, USA, 1–6. DOI: 
http://dx.doi.org/10.1145/3170427.3188642 

[61] Siobhan M. Schabrun, Wolbert van den Hoorn, Alison 
Moorcroft, Cameron Greenland, and Paul W. Hodges. 
2014a. Texting and Walking: Strategies for Postural 
Control and Implications for Safety. PLoS ONE 9, 1 (jan 
2014), e84312. DOI: 
http://dx.doi.org/10.1371/journal.pone.0084312 

[62] Siobhan M. Schabrun, Wolbert van den Hoorn, Alison 
Moorcroft, Cameron Greenland, and Paul W. Hodges. 
2014b. Texting and Walking: Strategies for Postural 
Control and Implications for Safety. PLoS ONE 9, 1 (jan 
2014), e84312. DOI: 
http://dx.doi.org/10.1371/journal.pone.0084312 

[63] Stefan Schneegass and Alexandra Voit. 2016. 
GestureSleeve: using touch sensitive fabrics for gestural 
input on the forearm for controlling smartwatches. In 
Proceedings of the 2016 ACM International Symposium 
on Wearable Computers - ISWC ’16. ACM Press, New 
York, New York, USA, 108–115. DOI: 
http://dx.doi.org/10.1145/2971763.2971797 

[64] Shayle R. Searle, Fred M. Speed, and George A 
Milliken. 1980. Population Marginal Means in the 
Linear Model: An Alternative to Least Squares Means. 
The American Statistician 34, 4 (nov 1980), 216–221. 
DOI:http://dx.doi.org/10.1080/00031305.1980.10483031 

[65] Andrew Sears, Min Lin, Julie Jacko, and Yan Xiao. 
2003. When computers fade: Pervasive computing and 
situationallyinduced impairments and disabilities. 
Proceedings of HCI International 2003, 10th 
International Conference on Human-Computer 
Interaction 2 (2003), 1298–1302. 

[66] Marcos Serrano, Barrett M. Ens, and Pourang P. Irani. 
2014. Exploring the use of hand-to-face input for 
interacting with head-worn displays. In Proceedings of 
the 32nd annual ACM conference on Human factors in 
computing systems - CHI ’14. ACM Press, New York, 
New York, USA, 3181–3190. DOI: 
http://dx.doi.org/10.1145/2556288.2556984 

[67] Akito Shikishima, Kento Nakamura, and Tomotaka 
Wada. 2018. Detection of Texting While Walking by 
Using Smartphone’s Posture and Acceleration 
Information for Safety of Pedestrians. In 2018 16th 
International Conference on Intelligent Transportation 
Systems Telecommunications (ITST). IEEE, 1–6. DOI: 
http://dx.doi.org/10.1109/ITST.2018.8566727 

[68] Oleg Špakov and Päivi Majaranta. 2012. Enhanced gaze 
interaction using simple head gestures. In Proceedings 
of the 2012 ACM Conference on Ubiquitous Computing -
UbiComp ’12. ACM Press, New York, New York, USA, 
705. DOI:http://dx.doi.org/10.1145/2370216.2370369 

[69] Thad E. Starner. 2002. The role of speech input in 
wearable computing. IEEE Pervasive Computing 1, 3 
(jul 2002), 89–93. DOI: 
http://dx.doi.org/10.1109/MPRV.2002.1037727 

[70] Ivan Sutherland. 1968. A head-mounted three 
dimensional display. In Proceedings of the December 
9-11, 1968, fall joint computer conference, part I on -
AFIPS ’68 (Fall, part I). ACM Press, New York, New 
York, USA, 757. DOI: 
http://dx.doi.org/10.1145/1476589.1476686 

[71] Emi Tamaki, Takashi Miyak, and Jun Rekimoto. 2010. 
Brainy hand: an ear-worn hand gesture interaction 
device. In Proceedings of the International Conference 
on Advanced Visual Interfaces - AVI ’10. ACM Press, 
New York, New York, USA, 387. DOI: 
http://dx.doi.org/10.1145/1842993.1843070 

Paper 723 Page 14

http://dx.doi.org/10.1109/ISMAR.2004.17
http://dx.doi.org/10.1145/3131277.3132182
http://dx.doi.org/10.1109/PERCOM.2009.4912750
http://dx.doi.org/10.1145/3214285
http://dx.doi.org/10.1145/3267305.3267310
http://dx.doi.org/10.1145/3170427.3188642
http://dx.doi.org/10.1371/journal.pone.0084312
http://dx.doi.org/10.1371/journal.pone.0084312
http://dx.doi.org/10.1145/2971763.2971797
http://dx.doi.org/10.1080/00031305.1980.10483031
http://dx.doi.org/10.1145/2556288.2556984
http://dx.doi.org/10.1109/ITST.2018.8566727
http://dx.doi.org/10.1145/2370216.2370369
http://dx.doi.org/10.1109/MPRV.2002.1037727
http://dx.doi.org/10.1145/1476589.1476686
http://dx.doi.org/10.1145/1842993.1843070


 CHI 2020 Paper CHI 2020, April 25–30, 2020, Honolulu, HI, USA

[72] Maozhi Tang, Cam-Tu Nguyen, Xiaoliang Wang, and 
Sanglu Lu. 2016. An Efficient Walking Safety Service 
for Distracted Mobile Users. In 2016 IEEE 13th 
International Conference on Mobile Ad Hoc and Sensor 
Systems (MASS). IEEE, 84–91. DOI: 
http://dx.doi.org/10.1109/MASS.2016.021 

[73] Leah L. Thompson, Frederick P. Rivara, Rajiv C. 
Ayyagari, and Beth E. Ebel. 2013. Impact of social and 
technological distraction on pedestrian crossing 
behaviour: an observational study. Injury Prevention 19, 
4 (aug 2013), 232–237. DOI: 
http://dx.doi.org/10.1136/injuryprev-2012-040601 

[74] Koji Tsukada and Michiaki Yasumura. 2004. ActiveBelt: 
Belt-Type Wearable Tactile Display for Directional 
Navigation. Springer, Berlin, Heidelberg, 384–399. DOI: 
http://dx.doi.org/10.1007/978-3-540-30119-6_23 

[75] Jan B. F. Van Erp, Hendrik A. H. C. Van Veen, Chris 
Jansen, and Trevor Dobbins. 2005. Waypoint navigation 
with a vibrotactile waist belt. ACM Transactions on 
Applied Perception 2, 2 (apr 2005), 106–117. DOI: 
http://dx.doi.org/10.1145/1060581.1060585 

[76] Eduardo Velloso, Dominik Schmidt, Jason Alexander, 
Hans Gellersen, and Andreas Bulling. 2015. The Feet in 
Human–Computer Interaction. Comput. Surveys 48, 2 
(sep 2015), 1–35. DOI: 
http://dx.doi.org/10.1145/2816455 

[77] Nisha Vinayaga-Sureshkanth, Anindya Maiti, Murtuza 
Jadliwala, Kirsten Crager, Jibo He, and Heena Rathore. 
2018. A Practical Framework for Preventing Distracted 
Pedestrian-Related Incidents Using Wrist Wearables. 
IEEE Access 6 (2018), 78016–78030. DOI: 
http://dx.doi.org/10.1109/ACCESS.2018.2884669 

[78] Daniel Vogel and Ravin Balakrishnan. 2004. Interactive 
public ambient displays: transitioning from implicit to 
explicit, public to personal, interaction with multiple 
users. In Proceedings of the 17th annual ACM 
symposium on User interface software and technology -
UIST ’04. ACM Press, New York, New York, USA, 137. 
DOI:http://dx.doi.org/10.1145/1029632.1029656 

[79] Julie Wagner, Mathieu Nancel, Sean G. Gustafson, 
Stephane Huot, and Wendy E. Mackay. 2013. 
Body-centric design space for multi-surface interaction. 

In Proceedings of the SIGCHI Conference on Human 
Factors in Computing Systems - CHI ’13. ACM Press, 
New York, New York, USA, 1299. DOI: 
http://dx.doi.org/10.1145/2470654.2466170 

[80] Qianru Wang, Bin Guo, Leye Wang, Tong Xin, He Du, 
Huihui Chen, and Zhiwen Yu. 2017. CrowdWatch: 
Dynamic Sidewalk Obstacle Detection Using Mobile 
Crowd Sensing. IEEE Internet of Things Journal 4, 6 
(dec 2017), 2159–2171. DOI: 
http://dx.doi.org/10.1109/JIOT.2017.2750324 

[81] Martin Weigel, Vikram Mehta, and Jürgen Steimle. 
2014. More Than Touch: Understanding How People 
Use Skin as an Input Surface for Mobile Computing. In
Proceedings of the 32nd annual ACM conference on 
Human factors in computing systems - CHI ’14. ACM 
Press, New York, New York, USA, 179–188. DOI: 
http://dx.doi.org/10.1145/2556288.2557239 

[82] Jiaqi Wen, Jiannong Cao, and Xuefeng Liu. 2015. We 
help you watch your steps: Unobtrusive alertness system 
for pedestrian mobile phone users. In 2015 IEEE 
International Conference on Pervasive Computing and 
Communications (PerCom). IEEE, 105–113. DOI: 
http://dx.doi.org/10.1109/PERCOM.2015.7146516 

[83] Jacob O. Wobbrock, Leah Findlater, Darren Gergle, and 
James J. Higgins. 2011. The aligned rank transform for 
nonparametric factorial analyses using only anova 
procedures. In Proceedings of the 2011 annual 
conference on Human factors in computing systems -
CHI ’11. ACM Press, New York, New York, USA, 143. 
DOI:http://dx.doi.org/10.1145/1978942.1978963 

[84] Koki Yamashita, Takashi Kikuchi, Katsutoshi Masai, 
Maki Sugimoto, Bruce H. Thomas, and Yuta Sugiura. 
2017. CheekInput: turning your cheek into an input 
surface by embedded optical sensors on a head-mounted 
display. In Proceedings of the 23rd ACM Symposium on 
Virtual Reality Software and Technology - VRST ’17. 
ACM Press, New York, New York, USA, 1–8. DOI: 
http://dx.doi.org/10.1145/3139131.3139146 

[85] Syuji Yoshiki, Hiroshi Tatsumi, Kayoko Tsutsumi, Toru 
Miyazaki, and Takuya Fujiki. 2017. effects of 
Smartphone Use on Behavior While Walking. Urban 
and Regional Planning Review 4 (2017), 138–150. DOI: 
http://dx.doi.org/10.14398/urpr.4.138 

Paper 723 Page 15

http://dx.doi.org/10.1109/MASS.2016.021
http://dx.doi.org/10.1136/injuryprev-2012-040601
http://dx.doi.org/10.1007/978-3-540-30119-6_23
http://dx.doi.org/10.1145/1060581.1060585
http://dx.doi.org/10.1145/2816455
http://dx.doi.org/10.1109/ACCESS.2018.2884669
http://dx.doi.org/10.1145/1029632.1029656
http://dx.doi.org/10.1145/2470654.2466170
http://dx.doi.org/10.1109/JIOT.2017.2750324
http://dx.doi.org/10.1145/2556288.2557239
http://dx.doi.org/10.1109/PERCOM.2015.7146516
http://dx.doi.org/10.1145/1978942.1978963
http://dx.doi.org/10.1145/3139131.3139146
http://dx.doi.org/10.14398/urpr.4.138

	Introduction
	Related Work
	Interaction with HMDs
	Interfaces for Use While Walking
	Locomotion as Input

	Concept
	Methodology
	Design and Task
	Study Setup and Apparatus
	Procedure
	Participants
	Analysis

	Results
	Accuracy
	Stabilizing Error
	Task Completion Time
	Walked Distance
	TLX
	Height
	Location of the Target Lane
	Questionnaire
	Confidence
	Convenience
	Willingness to Use

	Qualitative Results

	Discussion
	RQ1: Influence of the Number of Lanes
	RQ2: Influence of the Selection Time
	RQ3: Interaction Effects between Number of Lanes and Selection Time

	Implementation and Example Applications
	Example Applications
	Assistant
	Camera
	Music Walker


	Limitations and Future Work
	Real-World Applicability
	Continuous Interaction
	Shapes beyond Straight Lines
	Other modes of Locomotion

	Conclusion
	Acknowledgments
	References 



